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Apstrakt—Rad ispituje mogućnost projektovanja klizne površi 

za realizaciju kliznih režima višeg reda (KRVR) u linearnim 

sistemima upravljanja sa više ulaza. U posmatranom slučaju 

klizna površ mora ispuniti dva zahteva: da obezbedi željenu 

dinamiku sistema u KRVR i da ostvari odgovarajući relativni red 

klizne promenjive u zavisnosti od željenog reda KR. Pokazano je 

da takva klizna površ postoji samo u sistemima sa specifičnom 

strukturom, i ne dozvoljava proizvoljni izbor dinamike sistema. 

Teorijsko dobijeni rezultati su verifikovani na numeričkom 

primeru i ilustrovani simulacionim rezultatima. 

 

Ključne reči—Klizni režimi višeg reda, projektovanje klizne 

površi, dinamika sistema u kliznom režimu, podešavanje polova. 

 

I. UVOD 

Jedna od značajnih robusnih tehnika upravljanja su sistemi 

upravljanja promenljive strukture (SUPS) sa kliznim režimom 

(KR) [1], zbog teorijske invarijantnosti na poremećaje koji 

deluju u vektorskom prostoru upravljanja [2], tj. ispunjavaju 

uslove poklapanja. Ova osobina idealnih KR se u realnosti 

svodi na veliku robusnost sistema. Međutim, usled konačne 

prekidačke frekvencije i postojanja nemodelovane dinamike 

indukuju se visoko frekvencijske oscilacije u sistemu 

(chattering), koje predstavljaju glavnu prepreku široke primene 

ove tehnike upravljanja. KR višeg reda (KRVR) se javljaju u 

nastojanju da se redukuje pojava četeringa [3]. Najpre se 

primenjuju u sistemima sa jednim ulazom [4-6], a kasnije i u 

multivarijabilnim sistemima [7]. 

Određivanjem klizne površi u prostoru stanja po kojoj se 

odvija KR, definiše se dinamika sistema u KR. Postoje 

nekoliko metoda projektovanja klizne površi za 

konvencionalne KR (prvoga reda) u slučaju linearnih sistema. 

Najčešće se one baziraju na transformaciji modela sistema u 

prostoru stanja u tzv. regularnu formu [1], gde je redukovana 

dinamika sistema u KR jasno uočljiva. U sistemima sa jednim 

ulazom, primenom Akermanove formule [8] je moguće 

projektovati kliznu površ bez transformacije sistema. Takođe, 

predložen je i metod projektovanja klizne površi bez 

transformacije za sisteme sa jednim i više ulaza [9,10]. 

Projektovanje klizne površi se može vršiti i sa ciljem 

minimizacije uticaja poremećaja koji ne zadovoljavaju uslove 

poklapanja [2], što je predloženo u radovima [11,12]. 
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Organizacija KRVR zahteva da relativni red vektora klizne 

promenljive, koji je vezan za kliznu površ, bude jednak 

željenom redu KR. Dakle, klizna površ u slulčaju KRVR mora 

da ispuni dvojaki zahtev: (i) da obezbedi željenu redukovanu 

dinamiku sistema u KRVR i (ii) da ostvari potreban relativni 

red kliznih promenljivih u odnosu na upravljanje. Mali broj 

radova je tretirao problematiku projektovanja klizne površi u 

slučaju KRVR i to samo za sisteme sa jednim ulazom. 

Generalizacija Akermanove formule [8] za projektovanje 

klizne površi proizvoljnog relativnog reda, koja obezbeđuje 

željenu dinamiku u sistemu sa jednim ulazom je data u [13,14]. 

U [15] je takođe data procedura projektovanja klizne površi za 

KRVR u sistemima sa jednim ulazom, koja se bazira na 

analogiji sa projektivanjem konvencionalne povratne sprege po 

stanju. 

U ovom radu se ispituje mogućnost projektovanja klizne 

površi kod linearnih sistema 𝑛-tog reda sa 𝑚 ulaza sa ciljem 

organizovanja KR proizvoljnog reda 𝑟, uz ostvarenje željene 

dinamike sistema u KRVR. Takva klizna površ treba da bude 

relativnog reda 𝑟 u odnosu na vektor upravljanja i da obezbedi 

željenu redukovanu dinamika (𝑛 − 𝑟𝑚)-tog reda u KRVR. 

Pokazano je da takvu kliznu površ je moguće naći samo u 

sistemima koji ispunjavaju specifične strukturne zahteve, tj. u 

sistemima gde su indeksi kontrolabilnosti međusobno jednaki i 

jednaki redu KR 𝑟. Takođe, predložena je i jednostavna 

procedura za nalaženje te klizne površi. Validnost ove metode 

za projektovanje klizne površi je matematički dokazana i 

verifikovana simulacionim rezultatima numeričkog primera. 

II. OPIS PROBLEMA 

Posmatra se linearni vremenski invarijantni sistem 

upravljanja, opisan modelom u prostoru stanja 

 𝑥̇ = 𝐴𝑥 + 𝐵(𝑢 + 𝑑), (1) 

gde 𝑥 ∈ ℝ𝑛 je vektor stanja i 𝑢, 𝑑 ∈ ℝ𝑚 su vektori upravljanja 

i nepoznatog ograničenog poremećaja, respektivno. Treba 

primetiti da su zadovoljeni uslovi poklapanja [2], te je sistem u 

idealnom KR invarijantan na poremećaj 𝑑. Matrice 𝐴 i 𝐵 su 

konstantne i imaju odgovarajuće dimenzije. Takođe, matrica 𝐵 

je punog ranga (rank(𝐵) = 𝑚) i sistem je potpuno 

kontrolabilan, pa je matrica kontrolabilnosti 𝑄𝑐 =
[𝐵 𝐴𝐵 ⋯ 𝐴𝑛−1𝐵] punog ranga (rank𝑄𝑐 = 𝑛). Sve 
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promenljive u (1) su funkcije vremena, ali zbog jednostavnije 

notacije argumenti promenljivih su izostavljeni u (1) i nadalje. 

Zadatak upravljanja je organizovati KR 𝑟-tog reda u sistemu 

(1) duž klizne površi koja obezbeđuje željenu dinamiku sistema 

u KR. Neka je vektor klizne promenljive 𝑔 ∈ ℝ𝑚 definisan sa 

 𝑔 = 𝐶𝑥, 𝐶 ∈ ℝ𝑚×𝑛. (2) 

Kretanje sitema (1), (2) u potprostoru datog jednačinama 

 𝑔 = 𝑔̇ = 𝑔̈ = ⋯ = 𝑔(𝑟−1) = 0 (3) 

se naziva KR 𝑟-tog reda, [3]. Da bi upravljanje ostvarilo uslov 

(3) za konačno vreme u sistemu (1), (2), ono mora biti 

diskontinualno, makar na skupu (3), [5], uz preduslov da je 

relativni red klizne promenljive jednak 𝑟 u odnosu na 

upravljanje. To znači da se upravljanje po prvi put eksplicitno 

pojavljuje u 𝑟-tom izvodu po vremenu klizne promenljive 𝑔, tj. 

u 𝑔(𝑟). 𝑟-ti izvod klizne promenljive se dobija kao 

 𝑔(𝑟) = 𝐶𝐴𝑟𝑥 + ∑ 𝐶𝐴𝑟−1−j𝐵(𝑢(𝑗) + 𝑑(𝑗))𝑟−1
𝑗=0 . (4) 

Na osnovu (4), klizna promenljiva će imati traženi relativni red 

ukoliko važi sledeći uslov 

 𝐶 ∙ [𝐵 𝐴𝐵 ⋯ 𝐴𝑟−2𝐵] = 0𝑚×𝑚(𝑟−1), (5) 

 𝐶𝐴𝑟−1𝐵 ≠ 0𝑚. (6) 

Tada će 𝑟-ti izvod klizne promenljive (4) biti 

 𝑔(𝑟) = 𝐶𝐴𝑟𝑥 + 𝐶𝐴𝑟−1𝐵(𝑢 + 𝑑). (7) 

Dinamika sistema u KR 𝑟-tog reda je redukovanog reda, koji 

je jednak (𝑛 − 𝑚𝑟). Ekvivalentno upravljanje 𝑢𝑒𝑞  se određuje 

iz (7) na osnovu uslova 

 𝑔(𝑟)|
𝑢=𝑢𝑒𝑞

= 0, (8) 

te se dobija 

 𝑢𝑒𝑞 = −(𝐶𝐴𝑟−1𝐵)−1𝐶𝐴𝑟𝑥 − 𝑑. (9) 

Smenom ekvivalentnog upravljanja u (1) dobija se opis sistema 

u KR 𝑟-tog reda 

𝑥̇ = 𝐴𝑥 + 𝐵(𝑢 + 𝑑)|𝑢=𝑢𝑒𝑞
= [𝐼 − 𝐵(𝐶𝐴𝑟−1𝐵)−1𝐶𝐴𝑟−1]𝐴𝑥 =

𝑃𝐴𝑥 = 𝐴𝑒𝑞𝑥.  (10) 

Dinamika sistema u idealnom KR 𝑟-tog reda (10) pokazuje da 

je sistem neosetljiv na poremećaj 𝑑, koji zadovoljava uslove 

poklapanja. Kako je poremećaj nepoznat, ekvivalentno 

upravljanje (9) se u praksi ne može ostvariti jer zahteva 

poznavanje 𝑑. 

Lako se pokazuje da za matricu 𝑃 = 𝐼 −

𝐵(𝐶𝐴𝑟−1𝐵)−1𝐶𝐴𝑟−1 važi 𝑃2 = 𝑃, tj. 𝑃 je idempotentna 

matrica. Tada je matrica 𝑃 projektor. Na osnovu osobina 

projektorskih matrica [16], može se utvrditi da je rank(𝑃) =

𝑛 − 𝑚. Tada je rank(𝐴𝑒𝑞) = rank(𝑃𝐴) = 𝑛 − 𝑚, što daje 

det(𝐴𝑒𝑞) = 0. Dakle, 𝐴𝑒𝑞  je singularna matrica čije nenulte 

sopstvene vrednosti definišu dinamiku sistema koja je (𝑛 −

𝑚𝑟)-tog reda nakon nastanka KR 𝑟-tog reda. Matrica 𝐴𝑒𝑞  treba 

imati (𝑛 − 𝑚𝑟) stabilnih sopstvenih vrednosti, dok preostalih 

𝑚𝑟 sopstvenih vrednosti treba biti jednake nuli. Iz (10) se vidi 

da se sopstvene vrednosti matrice 𝐴𝑒𝑞  mogu podešavati jedino 

izborom matrice 𝐶 koja definiše kliznu površ (2). Dakle, 

matrica 𝐶 ima dvojaku ulogu u sistemima upravljanja sa 

KRVR. Da ostvari željenu dinamiku u KR 𝑟-tog reda (10) i da 

obezbedi da relativni red klizne promenljive (2) bude 𝑟. 

Kako je sistem (1) kontrolabilan, matrica kontrolabilnosti 𝑄𝑐 

ima puni rang što znači da ova matrica ima 𝑛 linearno 

nezavisnih kolona. Te kolone se mogu izvući iz 𝑄𝑐 da obrazuju 

kvadratnu matricu 𝐻 ∈ ℝ𝑛×𝑛 koja je zapravo redukovana 

matrica kontrolabilnasti. Neka su 𝑏𝑖, 𝑖 = 1,𝑚̅̅ ̅̅ ̅̅  kolone matrice 

𝐵. Tada se matrica 𝐻 može predstaviti u obliku 

𝐻 = [𝑏1 ⋯ 𝑏𝑚 𝐴𝑏1 ⋯ 𝐴𝑟1−1𝑏1 ⋯ 𝐴𝑏𝑚 ⋯𝐴𝑟𝑚−1𝑏𝑚]. (11) 

Indeksi 𝑟𝑖, 𝑖 = 1,𝑚̅̅ ̅̅ ̅̅  iz matrice (11) su indeksi kontrolabilnosti 

[17], i važi ∑ 𝑟𝑖
𝑚
𝑖=1 = 𝑛. 

Korišćenjem indeksa kontrolabilnosti moguće je 

dekomponovati sistem (1) u skup od 𝑚 podsistema uvođenjem 

vektora koji se sastoji od 𝑚 pomoćnih izlaza 𝑦𝑖  (𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ ) i 

koji se definiše kao 

 𝑦 = 𝐹𝑥, 𝐹 = [
𝑓1
⋮

𝑓𝑚

] , 𝐹 ∈ ℝ𝑚×𝑛. (12) 

Da bi se sprovela dekompozicija, svaki pomoćni izlaz 𝑦𝑖  treba 

imati relativni red koji je jednak indeksu kontrolabilnosti 𝑟𝑖, 
[18]. Zato treba naći odgovarajuću matricu 𝐹 koja ostvaruje taj 

zahtev. Jedno rešenje matrice 𝐹 je dato u [19] kao 

 𝑓𝑖 = [01×𝑚∙(𝑟𝑖−1) 01×(𝑖−1) 1]𝐻𝑖
†
 (𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ ), (13) 

 𝐻𝑖 = [𝐵 𝐴𝐵 ⋯ 𝐴𝑟𝑖−2𝐵 𝐴𝑟𝑖−1𝐵𝑖], (14) 

gde operator † označava pseudoinverziju i 𝐵𝑖 =
[𝑏1 𝑏2 ⋯ 𝑏𝑖] je deo matrice 𝐵. 

Izvodi po vremenu pomoćnih izlaza koji imaju tražene 

relativne redove su 

 𝑦𝑖
(𝑗)

= 𝑓𝑖𝐴
𝑗𝑥  (𝑗 = 0, 𝑟𝑖 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ), (15) 

 𝑦𝑖

(𝑟𝑖) = 𝑓𝑖𝐴
𝑟𝑖𝑥 + 𝑓𝑖𝐴

𝑟𝑖−1𝐵(𝑢 + 𝑑). (16) 

Sistem (1) je dekomponovan u 𝑚 podsistema, kao što je 

pokazano u [20], ako i samo ako kvadratna matrica 𝑊 ∈ ℝ𝑚×𝑚 

 𝑊 = [

𝑤1

𝑤2

⋮
𝑤𝑚

] =

[
 
 
 
𝑓1𝐴

𝑟1−1𝐵

𝑓2𝐴
𝑟2−1𝐵
⋮

𝑓𝑚𝐴𝑟𝑚−1𝐵]
 
 
 
 (17) 

je punog ranga. Ovo je trougaono rasprezanje [21] pošto važi 

 𝑤𝑖 = 𝑓𝑖𝐴
𝑟𝑖−1𝐵 = [01×(𝑖−1) 1 𝜔1×(𝑚−𝑖)], (18) 

gde je 𝜔1×(𝑚−𝑖) = [𝜔𝑖,𝑖+1 𝜔𝑖,𝑖+2 … 𝜔𝑖,𝑚] (∀𝜔𝑖,𝑗 ∈

ℝ;  𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ ;  𝑖 < 𝑗 ≤ 𝑚). Matrica 𝑊 je gornje-trougaona 

matrica, pa je det(𝑊) = 1. 

Očigledno je da se ekvivalentno upravljanje (9) može 

sagledati kao tradicionalna povratna sprega po stanju, te se 

model (10), koji opisuje dinamiku sistema u KRVR, može 

napisati kao 

𝑥̇ = 𝐴𝑒𝑞𝑥 = (𝐴 − 𝐵(𝐶𝐴𝑟−1𝐵)−1𝐶𝐴𝑟)𝑥 = (𝐴 − 𝐵𝐾)𝑥, (19) 

gde je 𝐾 ∈ ℝ𝑚×𝑛 matrica pojačanja povratne sprege po stanju 

𝑢 = −𝐾𝑥. Vidi se da postoji izvesna korelacija između matrice 

klizne površi 𝐶 i matrice pojačanja 𝐾. Dakle, nalaženje matrice 

𝐶, koja obezbeđuje željenu dinamiku u KRVR (iskazanu 

sopstvenim vrednostima matrice 𝐴𝑒𝑞), je ekvivalentno 

određivanju matrice 𝐾 povratne sprege po stanju koja 

obezbeđuje željenu lokaciju polova spregnutog sistema. 

Mogućnost redukcije reda dinamike u KRVR je veća u 

odnosu na kovencionalni KR. Kod KR 𝑟-tog reda, matrica 𝐴𝑒𝑞  

će imati 𝑚𝑟 nultih sopstvenih vrednosti. To znači da će se 

pojaviti slučaj da je red višestrukosti polova spregnutog sistema 

veći od broja ulaza u sistem, što predstavlja problem u 

korišćenju nekih standardnih metoda projektovanja povratne 
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sprege po stanju multivarijabilnih sistema. 

Efikasna metoda projektovanja povratne sprege po stanju 

koja rešava nevedeni problem višestrukosti polova je 

predložena u [19], i zasniva se na dekompoziciju sistema (15), 

(16). Dinamika svakog od podsistema je reda 𝑟𝑖. Neka je 

željena dinamika sistema opisana sledećim skupom 

diferencijalnih jednačina 

 𝛿𝑟𝑖𝑦𝑖 + ∑ 𝛼𝑖,𝑗
𝑟𝑖
𝑗=1 𝛿𝑟𝑖−𝑗𝑦𝑖 = 𝑃𝑖(𝛿)𝑦𝑖 = 0, 𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ , (20) 

gde 𝛿 označava operator diferenciranja 𝑑/𝑑𝑡, a 𝛼𝑖,𝑗 su realni 

koeficijenti. U [19] je pokazano da matrica pojačanja 𝐾 koja 

obezbeđuje željenu dinamiku spregnutog sistema se može 

izračunati kao 

 𝐾 = 𝑊−1𝑀, (21) 

 𝑀 = [

𝑚1

𝑚2

⋮
𝑚𝑚

] ,𝑚𝑖 = 𝑓𝑖𝑃𝑖(𝐴), 𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ . (22) 

III. PROJEKTOVANJE KLIZNE POVRŠI ZA KRVR 

Klizna površ je potprostor u prostoru stanja duž koje se 

organizuje KR pri kretanju stanja sistema do koordinatnog 

početka. Klizna površ se najčešće bira u linearnom obliku (2), 

koja definiše hiprravan 

 𝐶𝑥=0 (23) 

u prostoru stanja. Projektovanje klizne površi podrazumeva 

određivanje matrice 𝐶 koja dozvoljava nastanak KRVR i 

ostvaruje željenu dinamiku sistema. 

Uslov ostvarenja željene dinamike se može izvesti iz (19), 

gde se uočava jednakost (𝐶𝐴𝑟−1𝐵)−1𝐶𝐴𝑟 = 𝐾, pri čemu se 

pretpostavlja da je lako naći matricu 𝐾 koja obezbeđuje željenu 

dinamiku sistema sa povratnom spregom po stanju. Dobijeni 

uslov se može napisati u obliku 

 𝐶𝐴𝑟−1(𝐴 − 𝐵𝐾) = 0𝑚×𝑛. (24) 

Takođe, matrica 𝐶 treba ispuniti neophodne uslove relativnog 

reda, date sa (5) i (6). Uslov (6) se bez gubitka opštosti može 

usvojiti kao 𝐶𝐴𝑟−1𝐵 = 𝐼𝑚. Sve ove jednačine koje mora da 

zadovolji matrica 𝐶 se mogu združiti u matričnu formu 

 𝐶𝐿 = 𝐷, (25) 

𝐿 = [𝐴𝑟−1(𝐴 − 𝐵𝐾) 𝐵 𝐴𝐵 ⋯ 𝐴𝑟−2𝐵 𝐴𝑟−1𝐵], (26) 

 𝐷 = [0𝑚×𝑛 0𝑚×𝑚(𝑟−1) 𝐼𝑚]. (27) 

Dakle, matricu 𝐶 treba naći kao rešenje jednačine (25), koja 

se sastaji od 𝑚 sistema jednačina, pri čemu svaki sistem čine 

𝑛 + 𝑟𝑚 jednačina sa 𝑛 nepoznatih, koje su elementi vrsta 

matrice 𝐶. Svaki sistem će imati rešenje ukoliko je broj linearno 

nezavisnih jednačina manji ili jednak broju nepoznatih, što je u 

u ovom slučaju 𝑛. Razmatrajući (25), bar jedno rešenje za 𝐶 

postoji ukoliko je rang proširene matrice jednak rangu matrice 

𝐿, to jest 

rank ([
𝐿
𝐷

]) = rank(𝐿), 𝐿 ∈ ℝ𝑛×(𝑛+𝑟𝑚), 𝐷 ∈ ℝ𝑚×(𝑛+𝑟𝑚). (28) 

Ukoliko je u (28) ovaj rang jednak 𝑛, rešenje je jedinstveno. 

U cilju sagledavanja mogućnosti postojanja rešenja 

jednačina (25) potrebno je inicijalno proceniti broj linearno 

nezavisnih jednačina. Zato će se nezavisno analizirati jednačine 

koje matrica 𝐶 mora da zadovolji. Kada je rank(𝐴) = 𝑛, onda 

je rank(𝐴𝑟−1(𝐴 − 𝐵𝐾)) = rank(𝐴𝑟−1𝐴𝑒𝑞) = 𝑛 − 𝑚, pošto je 

rank(𝐴𝑒𝑞) = 𝑛 − 𝑚. Ovo ukazuje da (24) ima 𝑛 − 𝑚 linearno 

nezavisnih jednačina. Jednačina (6) doprinosi još dodatnih 𝑚 

linearno nezavisnih jednačina. Na osnovu ovoga je lako 

zaključiti da linearno nezavisne jednačine iz (5) u odnosu na 

celokupni sistem čine da broj ukupnih linearno nezavisnih 

jednačina prevazilazi 𝑛. To znači da u opštem slučaju treba 

očekivati da će pridodavanje matrice 𝐷 matrici 𝐿 u (28) 

povećati rang proširene matrice. Odatle sledi da 

 rank ([
𝐿
𝐷

]) > rank(𝐿) = 𝑛, (29) 

i sistem u opštem slučaju nema rešenje. Međutim, potrebno je 

ispitati da li postoji specifični slučaj kada sistem jednačina ima 

rešenje. 

Posmatraće se slučaj kada su u sistemu (1) indeksi 

kontrolabilnosti međusobno jednaki i jednaki redu željenog 

KRVR, tj. kada važi 

 𝑟 = 𝑟1 = 𝑟2 = ⋯ = 𝑟𝑚, (30) 

Kako je ∑ 𝑟𝑖
𝑚
𝑖=1 = 𝑛, iz (30) sledi ∑ 𝑟𝑖

𝑚
𝑖=1 = 𝑚𝑟 = 𝑛. Uslov 

(30) se onda može razložiti u dva zahteva 

 
𝑟i = 𝑛 𝑚⁄ , 𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ ,

𝑚𝑟 = 𝑛.
 (31) 

Red sistema 𝑛 treba biti deljiv brojem ulaza 𝑚. Takođe, pošto 

ima 𝑚𝑟 nultih sopstvenih vrednosti matrice 𝐴𝑒𝑞  za KR 𝑟-tog 

reda, u ovom slučaju svih 𝑛 sopstvenih vrednosti matrice 𝐴𝑒𝑞  

moraju biti jednake nuli. Redukovana matrica kontrolabilnosti 

𝐻 u slučaju (30) postaje 

 𝐻 = [𝐵 𝐴𝐵 ⋯ 𝐴𝑟−1𝐵]. (32) 

Polazeći od (24), prvi korak je odrediti matricu pojačanja 𝐾 

koja daje potrebne sopstvene vrednosti matrice 𝐴𝑒𝑞 , 

korišćenjem prethodno opisane procedure. U slučaju (30), 

trougaona matrica 𝑊 (17) postaje 

 𝑊 = [

𝑤1

𝑤2

⋮
𝑤𝑚

] = [

𝑓1
𝑓2

⋮
𝑓𝑚

] 𝐴𝑟−1𝐵 = 𝐹𝐴𝑟−1𝐵. (33) 

Potrebna dinamika spregnutog sistema u ovom slučaju je da su 

sve sopstvene vrednosti jednake nuli, što na osnovu (20) daje 

 𝑃𝑖(𝐴) = 𝐴𝑟 , 𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ . (34) 

Tada se matrica 𝑀 iz (22) može napisati kao 

 𝑀 = [

𝑚1

𝑚2

⋮
𝑚𝑚

] = [

𝑓1
𝑓2

⋮
𝑓𝑚

] 𝐴𝑟 = 𝐹𝐴𝑟. (35) 

Vrste 𝑓𝑖, 𝑖 = 1,𝑚̅̅ ̅̅ ̅̅  matrice 𝐹 se mogu naći na osnovu (13), (14). 

Svaki sistem jednačina vezan za (13), (14) 

 𝑓𝑖[𝐵 𝐴𝐵 ⋯ 𝐴𝑟𝑖−2𝐵 𝐴𝑟𝑖−1𝐵𝑖] =
[01×𝑚∙(𝑟𝑖−1) 01×(𝑖−1) 1], (𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ ) (36) 

se sastoji od 𝑛 − 𝑚 + 𝑖 linearno nezavisnih jednačina koji je 

manji od broja nezavisnih 𝑛 za 𝑖 = 1,𝑚 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. To znači da 

postoji beskonačno mnogo rešenja za 𝐹, a samim tim i za 𝐾. 

Bilo koje od dobijenih rešenja za 𝐾 će obezbediti željenu 

dinamiku. Zato je moguće sistem jednaćina (36) dopuniti sa 

𝑚 − 𝑖 jednačina koje neće uticati na korektnost rešenja. 

Adekvatana dopuna jednačina (36) je 

 𝑓𝑖[𝐴
𝑟−1𝑏𝑖+1 ⋯ 𝐴𝑟−1𝑏𝑚] = 01×∙(m−i), (𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ ). (37) 

Tada se sistem (36) proširuje u oblik 
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 𝑓𝑖[𝐵 𝐴𝐵 ⋯ 𝐴𝑟−1𝐵] =
[01×(𝑛−𝑚) 01×(𝑖−1) 1 01×∙(m−i)], (𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ ). (38) 

U proširenom sistemu (38) broj jednačina je jednak broju 

nepoznatih.  
Objedinjavajući svih 𝑚 sistema jednačina, dobija se sledeći 

matrični zapis 

 𝐹[𝐵 𝐴𝐵 ⋯ 𝐴𝑟−1𝐵] = 𝐹𝐻 = [0𝑚×(𝑛−𝑚) 𝐼𝑚]. (39) 

Posmatrajući jednačinu 𝐹𝐴𝑟−1𝐵 = 𝐼𝑚 iz zapisa (39), 

zaključuje se da će (33) biti jedinična matrica, tj. 𝑊 = 𝐼𝑚. Iz 

(21) sledi 𝐾 = 𝑀 što na osnovu (35) daje 

 𝐾 = 𝐹𝐴𝑟 . (40) 

Poređenjem (39) sa sistemom jednačina (5) i 𝐶𝐴𝑟−1𝐵 = 𝐼𝑚, 

može se primetiti da su ova dva sistema identična. Odatle se 

može zaključiti da je 𝐹 = 𝐶 ukoliko nađeno 𝐾 iz (40) 

zadovoljava (24). Zaista, ukoliko se 𝐾 = 𝐶𝐴𝑟 zameni u (24) 

dobija se 𝐶𝐴𝑟−1(𝐴 − 𝐵𝐶𝐴𝑟), što je nula matrica pod uslovom 

𝐶𝐴𝑟−1𝐵 = 𝐼𝑚. To znači da je 𝐶 identično sa 𝐹 i da je jednačina 

(24) sadržana u preostalim jednačinama sistema (25)-(27). 

Onda se (24) može zanemariti u sistemu (25)-(27), što daje 

 𝐶𝐻 = [0𝑚×(𝑛−𝑚) 𝐼𝑚]. (41) 

Kako je redukovana matrica kontrolabilnosti 𝐻 punog ranga 𝑛, 

njena inverzna matrica postoji i 𝐶 se lako može naći kao  

 𝐶 = [0𝑚×(𝑛−m) 𝐼𝑚]𝐻−1. (42) 

Ovaj rezultat pokazuje da matrica klizne površi 𝐶, koja 

istovremeno zadovoljava željenu dinamiku sistema u KRVR i 

neophodan relativni red, se može naći samo u veoma 

specifičnom slučaju. Ograničenja (30) ili (31) uslovljavaju da 

je matrica spregnutog sistema 𝐴𝑒𝑞  nilpotentna, te KRVR 

obezbeđuje dinamiku nultog reda [19], što rezultuje konačnim 

vremenom dolaska u ravnotežno stanje. U svim ostalim 

slučajevima linearnih sistema, matrica 𝐶 koja obezbeđuje 

proizvoljen red KRVR i željenu dinamiku se ne može naći. 

IV. IZBOR ALGORITMA UPRAVLJANJA 

Nakon konstrukcije klizne površi potrebno je naći 

upravljanje koje organizuje KR 𝑟-tog reda duž te površi. 

Primenjeni upravljački algoritam treba da obezbedi uslov (3) 

klizne promenljive 𝑔. Pošto nađeno 𝐶 zadovoljava uslove 

relativnog reda (5), (6) i 𝐶𝐴𝑟−1𝐵 = 𝐼𝑚, izvodi po vremenu 

klizne promenljive su dati sa 

 𝑔(𝑗) = 𝐶𝐴𝑗𝑥, 𝑗 = 0, 𝑟 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . (43) 

 𝑔(𝑟) = 𝐶𝐴𝑟𝑥 + 𝑢 + 𝑑 = 𝐾𝑥 + 𝑢 + 𝑑. (44) 

Iz (44) je očigledno da svaka komponenta vektora 𝑔(𝑟) zavisi 

isključivo od odgovarajuće komponente vektora upravljanja 𝑢. 

U ovako raspregnutom sistemu svaka komponenta klizne 

promenljive se može posmatrati odvojeno, to jest 

 𝑔𝑖
(𝑟)

= 𝑐𝑖𝐴
𝑟𝑥 + 𝑢𝑖 + 𝑑𝑖 = 𝑘𝑖𝑥 + 𝑢𝑖 + 𝑑𝑖 , 𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ , (45) 

gde su 𝑐𝑖 i 𝑘𝑖 vrsta vektori matrica 𝐶 i 𝐾, respektivno. Dakle, 

sa stanovišta projektovanja regulatora, sistem (1) se može 

tretirati kao 𝑚 sistema sa jednom izlazom. Tkođe, na osnovu 

jednakosti 𝐹 = 𝐶 u slučaju (30) može se zaključiti da je 

pomoćni izlaz 𝑦 ekvivalentan kliznoj promenljivi 𝑔. 

Ostvareno rasprezanje (45) omogućava da se u realizaciji 

regulatora primene algoritmi upravljanja KRVR razvijeni za 

sisteme sa jednim ulazom. Na primer, u [5] je predloženo 

diskontinualno upravljanje koje u sistemu sa jednim ulazom 

ostvaruje uslov (3) za konačno vreme. Za isprojektovanu 

stabilnu dinamiku u KRVR, trajektorija sistema će asimptotski 

konvergirati duž (3) u koordinatni početak (𝑥 → 0 for 𝑡 → ∞) 

uprkos dejstvu poremećaja koji zadovoljava uslove poklapanja. 

Jedna mogućnost je primeniti upravljanje [6] u obliku 

 𝑢𝑖 = −𝑐𝑖𝐴
𝑟𝑥 − 𝛾𝑖(𝜉𝑖),  𝜉𝑖 = (𝑔𝑖 , 𝑔̇𝑖 , … , 𝑔𝑖

(𝑟−1)
). (46) 

Tada (45) postaje 

 𝑔𝑖
(𝑟)

= −𝛾𝑖(ξi) + 𝑑𝑖 . (47) 

Levant je u radu [5] dao skup kvazi-kontinualnih funkcija 

𝛾𝑖(ξi) koje uspostavljaju KR 𝑟-tog reda u nelinearnim 

sistemima sa skalarnim upravljanjem. Kompleksnost ovih 

funkcija raste sa porastom reda KR, dok se četering smanjuje. 

Ove funkcije se lako mogu primeniti i na linearni slučaj (47). 

Funkcije 𝛾𝑖(𝜉𝑖) koje garantuju nastanak KRVR za konačno 

vreme se mogu izabrati kao nelinearne funkcije date u [4,5]. Na 

primer, 𝛾𝑖(𝜉𝑖) za 𝑟 = 1,2,3 su date respektivno kao 

 𝛾𝑖(𝜉𝑖) = 𝛼𝑖
𝑔𝑖

|𝑔𝑖|
, (48) 

 𝛾𝑖(𝜉𝑖) = 𝛼𝑖
𝑔̇𝑖+𝛽1,𝑖|𝑔𝑖|

1
2sign(𝑔𝑖)

|𝑔̇𝑖|+𝛽1,𝑖|𝑔𝑖|
1
2

, (49) 

 𝛾𝑖(𝜉𝑖) = 𝛼𝑖

𝑔̈𝑖+𝛽2,i(|𝑔̇𝑖|+𝛽1,𝑖|𝑔𝑖|
2
3)

−
1
2
(𝑔̇𝑖+𝛽1,𝑖|𝑔𝑖|

2
3sign(𝑔𝑖))

|𝑔̈𝑖|+𝛽2,𝑖(|𝑔̇𝑖|+𝛽1,𝑖|𝑔𝑖|
2
3)

1
2

, (50) 

gde su parametri 𝛼𝑖 , 𝛽1,𝑖 , 𝛽2,𝑖 > 0 i izabrani dovoljno veliki. 

Treba uočiti da izračunavanje upravljanja zahteva 

poznavanje sukcesivnih izvoda po vremenu klizne promenljive 

𝑔𝑖
(𝑗)

, 𝑗 = 0, 𝑟 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . Međutim, u sistemima na koje deluju 

poremećaji koji zadovoljavaju uslove poklapanja, ovi izvodi se 

mogu naći iz (43) kao 

 𝑔𝑖
(𝑗)

= 𝑐𝑖𝐴
𝑗𝑥, 𝑗 = 0, 𝑟 − 1̅̅ ̅̅ ̅̅ ̅̅ ̅̅ . (51) 

Uključujući sve komponente upravljanja (46), konačni 

vektor upravljanja se može formirati kao 

 𝑢 = −𝐶𝐴𝑟𝑥 − 𝛾(𝜉), 𝛾(𝜉) = [
𝛾1(𝜉1)

⋮
𝛾𝑚(𝜉𝑚)

], (52) 

gde su  𝜉𝑖 = (𝑔𝑖 , 𝑔𝑖̇ , … , 𝑔𝑖
(𝑟−1)

), 𝑖 = 1,𝑚̅̅ ̅̅ ̅̅ . 

V. NUMERIČKI PRIMER I SIMULACIONI REZULTATI 

Ispravnost predložene procedure konstrukcije klizne površi 

za KRVR u linearnim sistemima sa više ulaza ispitana je na 

numeričkom primeru i ilustrovana simulacionim rezultatima. 

Kao što je pokazano prethodnom analizom, da bi se u 

linearnom sistemu sa više ulaza organizovao KRVR duž 

odgovarajuće klizne površi potrebno je da objekat upravljanja 

zadovoljava strukturalne zahteve (31). S toga, neka je 

proizvoljni dinamički sistem šestog reda (1) opisan matricama 

𝐴 =

[
 
 
 
 
 

1 −1 0 −0.5 4 7
2 −2 0 −1 8 14
1 3 5 0.5 1 −3

−2 −3 −4 0.5 3 −2
4 3 −1 2 −3 5

0.5 1 3 5 −6 7 ]
 
 
 
 
 

, 𝐵 =

[
 
 
 
 
 

1 0
2 −2
3 1
4 4

−1 1
3 5 ]

 
 
 
 
 

. 

Sistem je potpuno kontrolabilan, matrica 𝐴 je nestabilna i 
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singularna i rank(𝐵) = 𝑚 = 2. Iz redukovane matrice 

kontrolabilnosti (11) se mogu odrediti indeksi kontrolabilnosti 

kao 𝑟1 = 𝑟2 = 3, te u slučaju KR trećeg reda (𝑟 = 3) uslov (30) 

je zadovoljen. To znači da se može naći klizna površ koja 

obezbeđuje traženi relativni red 𝑟 = 3 i odgovarajuću dinamiku 

sistema. Kako je 𝑛 − 𝑟𝑚 = 0, sve sopstvene vrednosti 

spregnutog sistema treba biti jednake nuli. Matrica klizne 

površi 𝐶 se može naći korišćenjem (42) kao 

𝐶 =

[
0.0148 −0.0061 0.0015 −0.0023 −0.003 −0.0003

−0.0074 0.0033 −0.0001 0.0020 0.0038 −0.001
]. 

Lako se može verifikovati da ovako dobijeno 𝐶 zadovoljava 

jednačine (25)-(27). 

Upravljanje koje uspostavlja KR trećeg reda u posmatranom 

sistemu je realizovano kao (52), gde su funkcije 𝛾𝑖(𝑔𝑖 , 𝑔̇𝑖 , 𝑔̈𝑖), 

𝑖 = 1,2 date sa (50). Parametri regulatora su izabrani kao 

𝛼1,1 = 5, 𝛽1,1 = 0.35, 𝛽2,1 = 0.65, 𝛼1,2 = 8, 𝛽1,2 = 1 i 𝛽2,2 =

2. 

U ispitivanju performansi projektovanog regulatora, 

posmatraće se kretanje sistema iz početnog stanja 𝑥(0) =
[1 5 −2 −6 3 0]T pri dejstvu vektora spoljnog 

poremećaja 

𝑑(𝑡) = [
2 sin 4𝜋𝑡
2ℎ(𝑡 − 1)

]. 

 
Sl. 1.  Vektor upravljanja. 

 
Sl. 2.  Vektor klizne promenljive i njegovi izvodi.  

Komponente dobijenog vektora upravljanja su prikazane na Sl. 

1. Na Sl. 2 su dati vektor klizne promenljive i njegovi prvi i 

drugi izvodi po vremenu. Očigledno je da svi ovi signali postaju 

jednaki nuli za konačno vreme, što ukazuje da nastaje KR 

trećeg reda za konačno vreme duž površi 𝑔 = 𝑔̇ = 𝑔̈ = 0. 

Kako primenjeno upravljanje obezbeđuje sve nulte sopstvene 

vrednosti sistema u KRVR, ostvarena je konvergencija 

promenljivih stanja u koordinatni početak za konačno vreme 

takođe, što se može videti na Sl. 3. Ovakvo upravljanje 

redukuje red dinamike u KR na nulu, zbog čega se naziva i 

upravljanje u konačnom vremenu. 

 

 
Sl. 3  Promenljive stanja 

VI. ZAKLJUČAK 

U radu se ispituje mogućnost konstrukcije klizne površi za 

realizaciju KRVR kod linearnih sistema sa više ulaza. 

Projektovana klizna površ treba da obezbedi traženi relativni 

red, koji je uslovljen redom KRVR, kao i željenu dinamiku 

sistema. Pokazano je da kod sistema sa više ulaza tražena klizna 

površ postoji samo u slučajevima kada su indeksi 

kontrolabilnosti međusobno jednaki i jednaki redu KRVR. 

Ostvarena dinamika sistema na toj kliznoj površi je nultog reda, 

što obezbeđuje dolazak u ravnotežno stanje u konačnom 

vremenu. Dakle, da bi se ostvario KRVR kod linearnih sistema 

sa više ulaza potrebno je da sistem zadovolji tražene strukturne 

preduslove. 

Za ovaj slučaj je predložena jednostavna procedura za 

izračunavanje matrice klizne površi 𝐶, i sugerisan je algoritam 

upravljanja koji ostvaruje KRVR. Razvijena metoda je ispitana 

na numeričkom primeru kroz simulacije, ćiji su rezultati 

potvrdili analitički predviđeno ponašanje sistema. 

LITERATURA 

[1] V. I. Utkin, Sliding modes in control and optimization, Berlin, 

Germany: Springer-Verlag, 1992. 

[2] B. Draženović, “The invariance conditions in variable structure 

systems,” Automatica, vol. 5, no. 3, pp. 287-295, 1969. 

[3] A. Levant, “Sliding order and sliding accuracy in sliding mode 

control,” Int. J. Contr., vol. 58, no. 6, pp. 1247-1163, 1993. 

[4] A. Levant, “Homogeneity approach to higher-order sliding mode 

design” Automatica, vol. 41, pp. 823-830, 2005. 

AU 1.1.5



[5] A. Levant, “Quasi-continuous high-order sliding-mode 

controllers,” IEEE Trans. on Automatic Control, vol. 50, no. 11, 

pp. 1812-1816. 2005. 

[6] V.I. Utkin, “Discussion aspects of higher-order sliding modes,” 

IEEE Trans. on Automatic Control, vol. 61, no. 3, pp. 829-833, 

2016. 

[7] A. Levant, M. Livne, “Uncertain disturbances’ attenuation by 

homogeneous MIMO sliding mode control and its discretization,” 

IET Control Theory & Applications, vol. 9, no. 4, pp. 515-525, 

2015. 

[8] J. Ackermann, V. Utkin, “Sliding mode control design based on 

Ackermann’s formula,” IEEE Trans. on Automatic Control, vol. 

43, no. 2, pp. 234-237, 1998. 

[9] B. Peruničić, Č. Milosavljević, B. Veselić, V. Gligić, 

“Comprehensive approach to sliding subspace design in linear 

time invariant systems,” Proc. of IEEE 12th Int. Workshop on 

Variable Structure Systems (VSS 2012), pp. 473-478, Mumbai, 

India, 2012. 

[10] B. Draženović, Č. Milosavljević, B. Veselić, “Comprehensive 

Approach to Sliding Mode Design and Analysis in Linear 

Systems”, in B. Bandyopadhyay, S. Janardhanan and S.K. 

Spurgeon (Eds.), Advances in Sliding Mode Control: Concept, 

Theory and Implementation, Lecture Notes in Control and 

Information Sciences, Vol. 440, Ch. 1, pp 1-19, Springer Berlin 

Heidelberg, 2013. 

[11] B. Veselić, B. Draženović, Č. Milosavljević, “Sliding manifold 

design for linear systems with unmatched disturbances,” Journal 

of the Franklin Institute, Vol. 351, No. 4, pp. 1920-1938, 2014. 

[12] B. Veselić, B. Draženović, Č. Milosavljević, “Integral sliding 

manifold design for linear systems with additive unmatched 

disturbances,” IEEE Transactions on Automatic Control, Vol. 68, 

No. 9, pp. 2544-2549, 2016. 

[13] D. Hernandez, F. Castanos, L. Fridman, “Pole-placement in 

higher-order sliding-mode control,” Proc. 19th IFAC Word 

Congres, pp. 1386-1391, 2014. 

[14] I. Castillo, F. Castaños, L Fridman, “Sliding Surface Design for 

Higher-Order Sliding Modes,” in L. Fridman, J.P. Barbot, F. 

Plestan (eds.), Recent Trends in Sliding Mode Control, IET, 2016 

[15] B. Veselić, Č. Milosavljević, B. Draženović, S. Huseinbegović, 

"Podešavanje dinamike kliznih režima višeg reda kod linearnih 

sistema sa jednim ulazom", Zbornik radova 63. Konferencijе za 

ETRAN, str. 219-223, 2019. 

[16] O.M.E. El-Ghezawi, A.S.I. Zinober, S.A. Billings, “Analysis 

and design of variable structure systems using a geometric 

approach,” Int. J. Control, Vol. 38, No. 3, pp. 657–671, 1983. 

[17] R.E. Kalman, Kronecker invariants and feedback, Stanford 

University California, Department of Operations Research, 1971. 

[18] M. Mueller, “Normal form for linear systems with respect to its 

vector relative degree,” Linear Algebra and Applications, Vol. 

430, No. 4, pp. 1292-1312, 2009. 

[19] B. Peruničić-Draženović, B. Veselić, S. Huseinbegović, Č. 

Milosavljević, “Higher order sliding mode control design with 

desired dynamics for multi-input LTI systems,” Proc. of 18th 

Europian Control Conference (ECC 2019), pp. 3589-3594, 

Napoli, Italy, 2019. 

[20] P.L. Falb, W.A. Wolovich, “Decoupling in the design and 

synthesis of multivariable control systems,” IEEE Transactions on 

Automatic Control, Vol. 12, pp.651-659, 1967. 

[21] A. Morse, W. Wonham, “Triangular decoupling of linear 

multivariable systems,” IEEE Transactions on Automatic Control, 

Vol. 15, No. 4, pp. 447-449, 1970. 

ABSTRACT 

The paper investigates possibilities of sliding manifold 

design for realization of high-order sliding mode (HOSM) in 

linear multi-input control systems. For this case, the sliding 

manifold must meet two requirements: to achieve the desired 

dynamics in HOSM and to provide the appropriate relative 

degree of the sliding variable depending on the SM order. It is 

shown that such sliding manifold exists only in systems with 

specific structural constraints and does not allow arbitrary SM 

dynamics selection. Theoretically obtained results are validated 

through a numerical example and illustrated by digital 

simulations. 
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Abstract—The IoT (Internet of Things) concepts for
maritime surveillance systems represent an interesting, but
rather unexplored area. This paper presents the IoT
architecture for the High Frequency Surface Wave Radar
(HFSWR) network within the well-known Integrated
Maritime Surveillance (IMS) concept. An overview of the
topology of a typical HFSWR network is given, and IoT
architecture layers and distributed middleware functionality
are defined. The architecture is implemented and tested in the
Gulf of Guinea, Africa, where an aggregated surveillance and
monitoring Web application operates in the private cloud,
supported by the Web REST services and SNMP. Effectiveness
of the solution is demonstrated in both network monitoring
and surveillance aspects by giving details of a SNMP agent
testing and the system-level insight to the network operation
from the application layer.

Index Terms—HFSW Radar, OTH Radar, IoT concept,
HFSWR network, Integrated Maritime Surveillance.

I. INTRODUCTION

Monitoring of remote sea areas inside EEZ (Exclusive
Economic Zone) of maritime nations could be performed via
satellite and aviation surveillance or by the deployment of
HF-OTHR (High Frequency Over-the-Horizon Radar).
Application of HF-OTHR network, without doubts,
provides significant advantages in terms of deployment
price and availability of sensor data over the aforementioned
solutions. There are many possible technological
implementations of HF-OTHR and one the most common
types is HFSWR (High Frequency Surface Wave Radar).
HFSWR network is a Integrated Maritime Surveillance

(IMS) subsystem, therefore conformed with HFSWR based
IMS concept, defined in [1]-[2]. From this conformity
certain assumptions could be made about HFSWR
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network’s topology and disposition of its nodes. First of all,
IMS concept assumes aggregate data processing node and
arbitrary number of remote nodes, from where surveillance
data originates. This certainly indicates a star-shaped
topology of the network. Yet, some specifics of the topology
need to be properly defined. Every remote node of this
subsystem has potential problem with its communication
channel, since remote nodes are installed on locations where
is a lack of desirable communication infrastructure to
support the work of HFSWR network. Besides measurement
data, there are other secondary sensor data related to
infrastructure state, like device calibration results or
diagnostic information, that need to be transferred to
processing nodes. Besides main sensors, there are other
sensors and controllable devices on site nodes, e.g. ambient,
power measurement sensors, routers, power distribution
units (PDU), power amplifiers etc. All these facts define
HFSWR network as a complex system for distributed
measurement and control, whose elements are often
resource-limited either by communication channel or by the
construction of sensors itself, or even by both of these
factors. This is the reason for creating a detailed conception
of mechanism for control and monitoring, which should
provide functional and uninterrupted flow of data and
monitoring reports. For this purpose, the Internet of Things
(IoT) conceptual scheme will be used, mainly based on SOA
(Service Oriented Architecture) paradigm. It will, at some
extent, follow principles of interaction with resource-limited
sensors, given in [3], good practices of infrastructure
monitoring, e.g. [4] and [5]. Note that HFSWR is a sensor,
which resource limitation is predominantly regarding its
communication ability, rather then computational capability.
This fact is taken into account when building IoT
infrastructure for HFSWR based naval surveillance systems.
Sensors and devices in the system have various built-in

interfaces and an unified external access should be provided
via Web service implementations. Additionally, HFSWR
network can be controlled via external NMS (Network
Management System) applications. These monitoring
systems usually deploy SNMP protocol, and, in order to
comply, middleware layer should contain one or more
SNMP agents [6], for those components which do not own
such interface.
To formulate the concept, topology of HFSWR network

will be explained in Section II, together with network
requirements in terms of security and planning and IoT
architecture layers and its elements. Then, distributed
middleware details will be presented. In Section III details of
implementation are described, where details about Web

Concept of System for Surveillance and
Monitoring of IoT HFSWR Network
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service specification, SNMP agent solution and CC (Cloud
Computing) platform utilization are given. Finally, fully
functional IoT architecture, based on deployed HFSWR
network in Gulf of Guinea, will be evaluated in Section IV
via demonstration of applications from IoT application layer.
Section V concludes the paper and provides details about
future work.

II. HFSWR NETWORK IOT ARCHITECTURE

A. HFSWR Network Topology
HFSWR network, typically, has a star-shaped topology,

in which external nodes represent individual remote sensor
installations or operator nodes, with central node collection,
representing the location of a Command and Control (C2)
center, as presented in Fig.1. Remote sensor nodes (nodes of
remote sites) represent installations, in general, of one or
more homogeneous or heterogeneous sensors. Hence, by its
nature, nodes of remote sensor sites can be elemental or
mixed. Mixed remote sites usually contain combination of
two, or even all, elemental sites. Types of elemental sites are:
Satellite AIS reception site. This site contains satellite

receiver equipment, necessary to connect to the satellite AIS
(Automated Identification System) provider services. Note
that satellite AIS node could be installed near C2 center
facilities.
HFSWR site. This node contains HFSWR sensor,

namely, the equipment that enables its function, other
sensors for ambient and power measurements and server
equipment for in-node primary processing of sensor data.
Land AIS base station site. Node contains AIS

transceiver base station and network equipment for further
data exchange.
EO surveillance site. On this node video surveillance

cameras of different type (thermal, low-light etc.) are
installed, which allow detection and identification of sea
vessels on relatively large distances.
Another group of external nodes is dedicated for

organized user installations, in forms of central or regional
operation centers, which can be divided in three groups,
maritime surveillance operator centers, supervision and
maintenance operator centers and regional center node
collections for surveillance and supervision.

.Figure 1. Typical star-shaped HFSWR network topology.

All nodes of the HFSWR network, located at C2 center
installation, are represented in Fig. 1 as a collection of C2

center nodes, which form central point of topology. .
Described nodes can be classified in following categories:
Sensor communication nodes. These nodes contain

communication link and part of the C2 center infrastructure,
with the task of reception of all sensor data in the network.
C2 transport nodes. Final results of integral data

processing, including the system state related data is
transmitted to this node, to which external user node
communication link is joined, usually in the form of ethernet
network. Final conditioning of data and its transport to
end-users is performed in this node.
Aggregation AIS nodes. All LAIS (Land AIS) and SAIS

(Satellite AIS) links are connected over sensor
communication nodes to this node, where all data is
processed in concentrated manner.
HFSWR data reception node. Data from all HFSWR

sensors is concentrated in these nodes, filtered, processed
and delivered to later stages, usually integration and
monitoring nodes.
Sensor fusion / integration nodes. These process nodes

perform fusion processes of different sensor data, HFSWR
and AIS at the first place.
Video management nodes. Their main role is reception

and resource management of video images from remote
sensors for maritime and security surveillance.
Note that there are other possible topologies, e.g. a

regionally grouped variant, with multiple regional
processing nodes, but this topology is the most common and
with significant advantages in terms of availability and
implementability. HFSWR network, installed in Gulf of
Guinea, also follows the star-shaped topology, presented in
Fig. 1.

B. HFSWR network IoT architecture details
When establishing IoT architecture, one can start with the

best IoT framework examples from [7] and radar IoT
applications [8]. Block scheme of IoT architecture is
consisted of sensor, network and application layer as shown
in Fig. 2.
Sensor layer consists of already mentioned main

measurement devices and services: HFSWR, LAIS, SAIS,
video, GPS, ambient and power measurement sensors.
Network layer represents a bridge between sensor and

application layer [4]. It is consisted of following blocks:
VPN (Virtual Private Network). End-user of the system

is, most likely, military navy or a specialized state
organization, which implies the need for security of
exchanged data in HFSWR network.
Satellite network. Quite often, satellite link is the only

way of communication between remote sites and the C2
center. Details about the role of satellite network in IoT
concept of HFSWR network, deployed in Bay of Guinea can
be found in [9].
GSM/3G/4G network. A convenient way to alternatively

address the issue of communication link is the available
cellular network, and, at the same time, the economic cost is
much lower than the satellite network. The problem is that
the number of cellular network access points on remote sites
is usually one or none at all, and the quality of the
connection could be quite low.
Integration of heterogeneous networks. In general, there
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are many different networking solutions present in the
HFSWR network. From the use of VPNs in some domains
of, or in the whole network, through satellite or cellular
network data link. These are all factors of a heterogeneous
network and the integration represents a complex task.
Remote access. Remote access is the principle of

monitoring the HFSWR network, in which sensors and
various devices are controlled and monitored over the
Internet by client applications or processes, managed by
people or expert systems.
M2M (Machine to Machine) wireless access. Certain

parts of the HFSWR network on the remote sites may have a
wireless interface or have provided access to the HFSWR
network through fixed or even mobile access points.

Figure 2. Basic IoT architecture concept of HFSWR based IMS system

The application layer consists of the following blocks:
A surveillance application. This is an application for

observation of sensor coverage surfaces, which will
conveniently display the maritime situation.
HFSWR network monitoring / control application.

This application includes an overview of all monitor points,
which should be hierarchically classified.
External NMS application. Due to the fact that the

HFSWR network can be a subsystem of a more complex
network and because of the popularity of SNMP-based NMS,
there is a need to provide an additional SNMP-based
interface that would use external NMS applications, such as
Centerity Monitor [10], to represent a functional “mirror” of
the underlying Web service interface.
Resource management application. This application

should be able to configure the software part related to the
postprocessing of sensor data, configure the computer
hardware and take care of correct device configurations and
access parameters.
Cloud Computing Platform. The Cloud Computing (CC)

platform is tasked with enabling the implementation of
systems in a private cloud. Its physical base consists of
several physical servers, data storage, routers and switches.
Private and public middleware. Distribution

middleware is software, installed on remote sites and in the
C2 center, which interacts with another part installed on the
CC platform. This segment represents the private
middleware. The second part of the distribution middleware
interacts with active, external users of the system. This

middleware segment is named public. The more details are
provided in the next subsection.

C. Distributed middleware
A generalized distributed middleware scheme is given in

Fig. 3, on the example of HFSWR site. Distributed private
middleware on remote sites and C2 center nodes is a set of
proxy gateway components that contain mappers and data
handlers and allow access to controllable parameters,
monitoring points (probes) and alarm definitions. These
components have a role of translating, mapping and packing
inputs and outputs according to the communication channel
needs The CC platform has the task of implementing the
main SOA-based IoT infrastructure, composed of a stack of
Web services. It implements a private and public
middleware, whose functionality can be divided into 4
groups, and all of these components have their share in both
the private and public part of the distributed middleware:
Agentware. All software components that transform the

SNMP polling or control requests of external NMS
applications, or that customize internal information by
transforming the interface of the controlled components into
information that is customized to the SNMP interface, are
collectively referred to as the agentware.
Device managers. Device managers perform

configuration, polling, startup, shutdown, and direct control
of individual devices in the HFSWR network.
Notification managers. In the case of one-way sensors

that have a limited interface and send measurements and
eventual status messages, notification managers are
responsible for receiving such messages, processing and
responding, in coordination with the agent middleware.
Data managers. They are primarily responsible for

implementing interfaces to various data storage. This
specifically refers to maritime surveillance databases,
system user databases and system monitoring databases,
which store information related to the HFSWR network
diagnostics.

Figure 3. Distributed middleware structure of HFSWR network’s IoT
architecture

III. IMPLEMENTATION OF IOT ARCHITECTURE SOFTWARE
INFRASTRUCTURE

The implementation of the IoT architecture software on
the CC platform begins with a description of the hardware
and software platform configuration. In the logical
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presentation of the CC platform, it is clear that an application
server is required, which will be the carrier of Web service
implementations and much of the private and public
middleware. Due to database needs, one of the logical units
has to be a database server. These two logical servers
(without counting their redundancies) form the basis of the
CC platform's logical architecture. There are 3 databases in
the system:
System user database. The database stores user

information, roles, allocated resources and specific user
tasks.
Naval observation database. This database stores

common operational picture (COP) data in each iteration. In
addition to the COP, tables for entering AIS data as well as
individual HFSWR outputs were implemented.
Network system database. This database records system

configuration and error logs in the middleware, analogous to
the role of the middleware historian model in [11].
The application server implements a Web service stack, a

major SNMP agent for communication with external NMS
infrastructure and part of a private and public middleware,
which refers to device managers and data controllers. The
software is organized as one multi-component Web
application, hosted on Microsoft IIS (Internet Information
Services), with the direct connection of SNMP agent and
Web service stack. External requests to the SNMP agent are
translated by agentware either into calls to the appropriate
Web Service stack methods, where further execution takes
place, or passed through device handlers to specific devices
in network. Notification mechanism delivers response
through message queue, where notification handler
generates response via initial calling interface. Within the
C2 center, the data processing nodes house the servers where
the software that performs these tasks is installed. The fusion
integration server, which contains a central process for
processing sensor data and aggregation monitor component,
accesses the web services of the application server mostly
through its Web clients. Most of monitoring data originates
from sensors with one-way communication style and is
collected on this server. Besides monitoring purposes, this
data is also used in sensor processing and it is a direct
advantage of star-shaped HFSWR network topology. User
communication is based on the HTTP REST software
architecture style. The data is transmitted in JSON format.
This applies to both internal and external nodes, which need
to exchange data with the application server. The exception
is, of course, the external NMS application. The web service
stack was implemented in C# programming language and
hosted on IIS. There are 3 main groups of services: control,
monitoring and surveillance data services. Control services,
represented in Fig. 4 with light green color and described
through their service contract names, are dedicated for
control of power amplifiers, power distribution units and
configuration and process state control. Monitoring services
(yellow color on Fig. 4) are dedicated for monitoring of
equipment, alarms and current process states data flow,
along with error logging, diagnostics and access to
middleware historian. Surveillance data services (dark green
color on Fig. 4) are dedicated to operational surveillance
data exchange between inner and outer HFSWR network
nodes.

Typical information flow will be demonstrated on one
scenario with one HFSWR data scan, presented on Fig. 5.
On new HFSWR data available, proxy gateway component
activates its data handler, which packs sensor readings and
dispatches them through communication channel, via file
transfer protocol and ethernet network. Upon reception of
data packet in HFSWR data node, data is processed and
passed through fusion/integration node routines, where COP
output, possible alarms and other information are generated,
via notification mechanism. Notification managers of
aggregate monitor component and web client from C2
transport node process and pack messages into JSON format
and send it via its Web clients to application server data and
monitoring services. Monitoring data is further translated
via agentware component into format suitable for SNMP
OID data storage, where SNMP traps mechanism generates
trap notifications, if necessary. The data from monitoring,
surveillance and SNMP OID repositories is then available
for external clients, who read it via appropriate service or
SNMP calls.

Figure 4. CC platform logical architecture

Figure 5. Information flow diagram for one HFSWR data scan scenario

IV. DEMONSTRATION

Current implementation on the CC platform takes up the
resources of one physical server with 2 CPUs and a total of
24 CPU cores. IoT architecture of the HFSWR network is
demonstrated with screen-shoots from application layer
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utilities. First, on Fig. 6, a typical view from the maritime
surveillance application client is presented. The client
presents all possible view layers, including integrated views,
and presents selected target details, including integration
information. For example, selected target details (white
hexagon marker) show that it is a target from HFSWR fusion
view layer, integrated with AIS MMSI 27321110, followed
for more than 5 hours. Other useful details, including
velocity, course and estimated coordinates are presented as
well. Monitoring of the equipment and remote site node
measurements are read and displayed in appropriate
monitoring application. In Fig. 7, one of its windows is
presented. On the left side of screen there are general alarms,
in charge for general HFSWR network state. On the right
side, there are particular alarms and measurements from
remote sites, special areas of interest (marked as yellow
polygons on Fig. 6) and ionospheric interference zone
alarms overview. SNMP interface is tested via simple
SNMPB application [12], installed on application server.
This application is used as Management Information Base
(MIB) file browser and SNMP agent tester. MIB file for the
HFSWR network is loaded and main OIDs (Object
Identifiers) are displayed on Fig. 8, left. SNMP query is
tested on marked OID, named vMsMonitor, and results are
shown on the right side of Fig. 8.

Figure 6. Maritime surveillance client application screen.

Figure 7. A window with monitoring alarms from maintenance/monitoring
client application

Figure 8. SNMP query test of HFSWR network’s main SNMP agent in
SNMPB utility

V. CONCLUSION

This paper presents the basis for building the IoT
architecture of the HFSWR network in the IMS concept.
Exploiting network’s topology features, an aggregated
surveillance and monitoring solution via Web REST
services and popular SNMP protocol has been developed as
a Web application, working in private cloud. Such solution
allowed direct monitoring and collection of data from one
set of nodes, located in C2 center, greatly simplifying
distributed middleware, which contains minimal number of
intermediate components, thus increasing the reliability and
availability of system components. Finally, it can be
concluded that an efficient system for remote monitoring of
the HFSWR network has been developed, with a rapid
response of both the system and the user to unforeseen
events, while providing complete insight into all the
functionality of the network to its operators. For the future
work, further expansion of presented IoT architecture is
planned. At first glance, the system topology seems to have a
small number of process nodes, but the whole presented
architecture is scalable and designed in IoT sense to provide
flexibility in the integration of additional process nodes and
future more modern and secure solutions, such as more
reliable private cloud technology stacks based on the Linux
operating system.Smart, autonomous, run-time configurable
software agent concepts that will manage remote site-C2
center data exchange will be introduced. Besides on-site
sensor and communication channel interfacing, their role
will also be the management of uploads of large amount of
data, accumulated during remote site’s communication
offline stages, via narrowband and noisy communication
channel, thus supporting implementations of scenarios for
communication in harsh environments.
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Abstract—Designing surveillance and monitoring applications
for HFSWR (High Frequency Surface Wave Radar) networks
faces with significant challenges, where it is mandatory to involve
literally thousands of factors in order to create a comprehensive
monitoring system, and respond to the needs of efficient maritime
surveillance at the same time. All these factors make HFSWR
network a complex system for distributed measurement and
control. Described structure of sensor processing software and
surveillance utility features allow system operators to make
insight into specific surveillance situations, active protection of
restricted naval areas and resolving missing vessel identifications,
which represents huge problem in Exclusive Economic Zone
(EEZ) monitoring of underdeveloped regions. Implemented
solution for surveillance and monitoring system is presented
through demonstration of its practical functionality, obtained
from operational HFSWR network, installed in Gulf of Guinea,
Africa.

Index Terms—HFSWR network, Distributed sensor network,
Integrated Maritime Surveillance, HF-OTH radar, Maritime
security

I. INTRODUCTION
HFSWR is a sensor used for over the horizon surveillance in

maritime applications, whose principles of operation are
described in [1]. These sensors are often used in conjunction
with AIS (Automated Identification System) [2] - [3], forming
HFSWR networks, a well-known IMS (Integrated Maritime
Surveillance) concept, based on HFSWR sensor (eventually
supported with other low-range sensors) and described in [4] -
[5]. One such network based on HFSWRs, presented in [6], has
been installed in Gulf of Guinea.
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Since HFSWR based maritime network is a complex system,
it consists of hundreds of subsystems, and thus equal number of
possible monitoring and control probes. Just to name a few,
there are: power amplifiers (PA), controllable power
distribution units (PDU), ambient sensors, power measurement
devices and many other sensor and controllable devices.
Almost any of them could cause problems, that can jeopardize
basic functionality of individual subsystems or even entire
network. In [7] a typical topology of HFSWR networks is
presented, from which certain design considerations about
entire measurement / monitoring system can be deduced. First
of all, access to measurement points could be organized from a
single node and allow deployment of one aggregated
monitoring module, which will ease the distribution and
processing of monitoring data. Purpose of this paper is to give
insight into HFSWR network, as a complex system for
distributed measurement and control [8], to give insight into
structure of data processing software and to give guidelines for
the design of monitoring and surveillance applications on a
practical example, by providing demonstration from working
system.

In Section II an overview of HFSWR network sensors is
made. Sensors, formats of their measurement data and
equipment monitoring messages have been reviewed. After
that, in Section III, monitoring and surveillance software
structure has been described. Surveillance and monitoring
applications design considerations and demonstration is
presented in Section IV. The paper is concluded in Section V.

II. HFSWR NETWORK SENSORS OVERVIEW

In order to identify monitoring and control probes in the
HFSWR network, a brief description of sensor outputs and
format of both sensor and monitoring data is necessary. Since it
is not possible to present every specific detail, an overview is
made from the system level point of view.

A. HFSWR as a sensor in the HFSWR network
The output result of the HFSWR as a sensor is, of course, its

measurement data set. The HFSWR, after a scan period of
approximately 33 seconds is completed, creates so-called
Constant False Alarm Rate (CFAR) registration data, i.e. a file
which contains data regarding potential target detections. Each
data entry contains information such as distance from HFSWR,
bearing relative to the true north position, radial velocity,
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corresponding standard deviations of measurement errors,
CFAR Signal-to-Noise Ratio (SNR) and total cell SNR. It is
important to note that this is textual file, which is backed up to a
server on the remote HFSWR site. The file is transferred to the
appropriate server on HFSWR data node in the C2 center via
file transfer protocol or IP socket connection. An example of a
listing of one such file is given in Fig. 1. In addition to its
sensor function, the radar also performs regular calibration
adjustments, which play a major role in the diagnosis of correct
signal reception and transmission. Also, system possesses a
notification mechanism concerning of critical events and
hardware failures.

Figure 1. Listing of a CFAR registration file with radar detection. Columns in
the file represent range in km, bearing in degrees, radial velocity in m/s,
standard error deviations of respective measurements, relative to resolution cell
size, CFAR SNR in dB and total cell SNR in dB, respectively.

Calibration measurements are carried out every hour, during
so-called Direct Path Test DPT) procedure [9]. These
measurements are required to be stored for regular inspection,
indication of interference and analysis of radar behavior. In
order to do that, the amplitudes of the spectrum in a simple
binary format are transferred to the HFSWR data node at the
C2 center, where the DPT results are analyzed and alarms are
generated as needed. This method allows not only on-site
HFSWR self-calibration, but also provide possibility for
network-aided, remotely controlled calibration scheme and
better traceability of problems [10].

HFSWR has a notification mechanism, which is linked to the
monitoring software with its own mechanisms for responding
to notifications. The original notifications are textual with tab
separated fields and the format is defined in Table 1. It
specifies the remote HFSWR site ID that sent the message, the
module that generated the message (message source), the
message priority (values 1 to 4, with increasing priority), the
destination to which the message is intended (binary coded two
digits, the first describes the maintenance operator and the
second describes supervisors of the entire network), the
descriptive text of the error message and the message code.
This mechanism transmits messages that are vital to the
functioning of the equipment: temperature reports, voltage
states on components (mains voltage and DC voltage
references), failures in calibration tests on individual channels,
states of individual components, etc. This is the reason why
these messages are treated intensively in the software alarm

system. It is convenient to transfer them from the site by file
transfer or via socket connections to the servers in the C2
center. Due to their importance in radar diagnostics, they are
backed up twice, both on the site server and on the server in the
C2 center, and represent the basic diagnostic level of
monitoring of HFSWR equipment.

TABLE 1.

NOTIFICATION MESSAGE FORMAT AND EXAMPLES

B. AIS as a sensor in the HFSWR network
AIS sensor data is available via terrestrial and satellite feed

links (Land AIS and Satellite AIS feed), to which the
corresponding client components can connect. These
components are part of the fusion and integration nodes in the
C2 center infrastructure. LAIS messages are most often
transmitted by UDP or TCP/IP protocol to a specific
destination - a collection endpoint, where a special software
module - AIS concentration process, is installed, which has the
role of filtering messages and eliminating duplicated and
obsolete messages. The LAIS message format is a standard
NMEA AIVDM [11], while the SAIS uses a slightly expanded,
vendor specific format, which consists of concatenated header
with fields separated usually by a semicolon character, in
which the time of message reception, message specifics, and
sender identification are specified. After the header, message
continues with the original AIVDM message. The result of the
AIS concentration process is a uniform stream of AIS
messages, delivered to the connected clients with the
knowledge of the access parameters (IP address, port) via IP
socket communication.

III. MONITORING AND SURVEILLANCE SOFTWARE STRUCTURE

The structure of surveillance and monitoring software is
composed of one or more modules, dedicated to tracking,
fusion and sensor integration tasks, and monitoring
components. Basically, highest level of software structure can
be represented with one central processing module, which
contains definitions of alarms, within its monitoring rule-based

Remote
site ID

Message
source

Prior
.

Dest. Message description

1
Remote
Control-
FCR

1 10

Frequency Control unit
seems to be off, although it
should be running.
Resetting the unit... .

1
Remote
Control-
PSR

1 10

All Voltages and all
temperatures in Power
Supply unit are wrong ! No
status cable connected.

20 DPT_IQ_3 3 10

I/Q-Balance of channel 3
out of range, according to
DPT test. Check DPT
results.
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engine. Short description of main software components follows
in next subsections.

A. Long Distance Integrator module

The software module that will perform the functions of
sensor fusion and integration in the network’s corresponding
nodes is called the Long Distance Integrator (LDI) module. It
has a primary role of target integration over longer distances.
The reason for this name lies in the fact that closer targets are
usually subject to consideration by Microwave (MW) radars,
provided that aforementioned radars exist in the IMS. The
structural diagram of the module is shown in Fig. 2.

Figure 2. LDI module structure and input and output formats

The LDI module inputs are derived from HFSWR and AIS
sensors, and handled by dedicated components, whose
performance needs to be monitored in some way. First of all, it
is necessary to describe the operation of each component
individually, and define notifications and alarms which are
suitable for monitoring tasks. The LDI module consists of the
following components:
- LAIS and SAIS clients. The components connect to the
LAIS or SAIS feed on the basis of predefined access
parameters (IP address, port). Once the connection is
established, the type of communication is one-way, in the
direction of the client. The interface type is based on IP
protocol and standard socket communication.
- Tracker components. One Tracker component is assigned to
each particular input connection towards the HFSWR sensor.
Its input interface accepts CFAR registrations from an
associated sensor and executes an target tracking algorithm
[12]. The component output product is a list of track
registrations with a given time stamp, inherited from the
received set of CFAR registrations.
- Track Data Combiner. This component accepts track

registrations from Tracker components and performs
time-pairing of the data from all HFSWR sensors. The data in
this component arrives, in general case, marked by different
timestamps, while being arbitrarily late, depending on the state
of the communication channel and processing. The component
pairs data from all Tracker components according to the
specific time criteria.
- OTHR Fusion component. This component performs fusion
of the combined information of the Track Data Combiner
component [13]. It has its own time-stamping mechanism,
relies on input reference information and provides an unified
HFSWR picture (UHP), i.e. operating image for the associated
set of HFSWR sensors.
- OTHR - AIS Integration component. The component fuses
an UHP data and all AIS sensor data. This component provides
a common operational picture (COP) [14] for a given set of
associated HFSWR sensors.
-C2 interface component. This component is used to format
the output. It transforms data into JSON format. Then the
HTTP client, as its integral part, connects to the appropriate
service in the C2 center and submits the data using HTTP
REST methods.
- The monitoring interface serves to collect notifications and
alarms from each individual component of the LDI module.
This data is then conveniently presented in an internally used
format and passed on to a higher level of processing.

B. Central process

Central process (CP) is a process that has a function
analogous to the one given in [5] by a multi-sensor association
processor (MSAP). CP associates HFSWR output detections to
create multi-layer target associations and combines HFSWR
and AIS sensor data to form a partial or complete operating
images. The role of CP is to provide centralized treatment of
sensor processing and monitoring of the entire HFSWR
network, which is made possible due to the specific star-shaped
topology of the HFSWR network [7]. In the general case of a
widely distributed HFSWR network, it is possible to adopt the
principle that individual LDI modules collect data from only
those sets of HFSWR sensors whose coverage zones overlap,
so fused image is required for these separated areas, since they
can be viewed as separate network subsystems. Individual
measurements from other sensors, calibration results, etc. can
be delivered to a specific set of endpoints, different interfaces,
suitable for the scenario and communication conditions in the
field. The presented generalized approach is depicted on Fig. 3.
The implementation of the CP is based on hosting the process
on classic windows services, and the number of processes and
separation by functionality (for example, LDI modules in one
process, monitoring of sensors in a network in another) is a
matter of preference. In the simplest case, the topology with
fewer branches, the single-process version represents the
optimal solution. In such implementations, it is possible to
fully aggregate the monitoring information and create a unique
reporting system, before the final, application layer.
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The aggregation monitoring module provides a complete
monitoring image of the HFSWR network in the case described
above. The only exception is the system monitoring of the
central process itself, which is either the task of a special
component or can be left to, for example, the Windows
management interface. The information accepted by the CP
through its monitor endpoints is generally one-way in nature
and of different types, from simple ambient sensor temperature
measurements, hard disk drive occupancy on site servers to
signal calibration measurements on each of the HFSWR
receiving antenna arrays. The notifications created by the
HFSWR are received in central process and its event handler
triggers certain alarms. Temperature events, events related to
failed DPT calibrations on individual channels, as well as all
those with higher priority, without referring to the
normalization of the condition, raise the level of maintenance
alarms for the HFSWR.

Figure 3. Structure of the central processing and monitoring process -
single-process realization

C. Measurement/control summary and alarm system build-up

All measurements and controls within the HFSWR network,
for monitoring purposes, can be classified into 9 groups, see
Table 2.

TABLE 2.

MEASUREMENT AND CONTROL GROUPS IN HFSWR NETWORK

Group Description
1 Ambient measurements
2 PDU Control and measurement of power

consumption
3 Measurements of reflected and radiated power
4 Rx input validation (DPT) tests
5 Multi-server cluster info and fail-overs
6 Control and status of Power amplifiers
7 Control, notifications and monitoring in C2 center
8 Monitoring/control of servers/PC machines
9 HFSWR acquisition status

In the system, besides the sensors described that perform the
main function in the HFSWR network, there are a number of

others, whose role is also important, only in other aspects.
Monitoring system owns an alarm mechanism to invoke user
reaction on certain critical failures. The nature of alarms is
predominantly related to sensors, but there are also operational
surveillance alarms, related to zones of special interest,
maritime rules of engagement and rules of surveillance. Not
every alarm in the system produces the same response from
both software and maintenance operators. There is a need to
define different levels of severity of alarms, i.e. the states they
produce within the system. Because of this, alarms are often
followed with a new feature, which characterizes them as
two-static, three-static or multi-static.

IV. SURVEILLANCE AND MONITORING SYSTEM
DEMONSTRATION

Surveillance and monitoring system will be demonstrated
with application layer utility screen-shots from operational
HFSWR network, installed in Golf of Guinea, Africa. Purpose
of this demonstration is to present functionality of surveillance
application, that reflects actions of different software blocks in
LDI, and monitoring application, that should provide insight
into main monitoring features and alarm mechanism. In Fig. 4,
surveillance application elements are presented, alongside with
all-layer views. Protected maritime areas (1), including the
polygon of HFSWR exclusions in territorial waters, reserved
for MW radar operations (2), and interference alarm zones (3)
are marked, to indicate zones with special rules of operator and
alarming engagement.

Figure 4. Surveillance screen elements overview

Note that in protected areas, UHP picture elements are
excluded from surveillance. The reason for this rule lies in the
fact that HFSWR is used to detect vessels entering or leaving
such zones, while zones within MW range are better covered
with aforementioned sensors due to its better resolution.
Individual targets (4) are represented with ship markers of
different colors. Green and red markers are reserved for
particular HFSWR targets. Red markers represent UHP, while
white markers are reserved for AIS targets. Details of the
selected target, white hexagon (5), are presented on target
details view, on the right (6). Another important aspect of
surveillance application is its layered view. It has proven useful
to have the ability to distinguish target origin in COP view and
to visualize its tracking data by different sensor sources, which
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will be demonstrated in an example, later in the text. On Fig. 4,
an all-layer view is shown, which means that multiple markers
exist for the same target, originating from different sources,
both sensors and intermediate processing layers. There are 4
types of basic view layers: tracking, UHP, AIS and COP view
layer and each corresponds to one processing stage in LDI
components or sensor source.

Primary, lower tracking layer view is the result of Tracker
components in LDI, associated with every HFSWR, see Fig. 5.

Figure 5. Lower tracking layer view.

After the fusion process, UHP is formed in the fusion
component of LDI. This result is shown on Fig. 6, where UHP
targets are presented with red markers. Comparing the picture
from Fig. 6 with the one on Fig. 5, proper grouping of targets
can be easily noted.

Figure 6. UHP layer view

Fig. 7 displays combined UHP and AIS view, where AIS
targets are displayed with white markers. This figure is shown
only to be compared with COP layer view, on Fig. 8. At this
point, all particular UHP and AIS targets are completely
integrated, forming a reliable operational view. Color of
markers indicates origin of the target, giving advantage to
HFSWR (red markers), even if target has multiple origins. As
an example, a selected target on Fig. 7 has multiple sensor
origins. It is tracked by 2 HFSWRs, out of which one UHP
target is formed, then by AIS, and, at the end, on COP layer, a
single target is formed. On Fig 7, one AIS target, marked with
red circle, stopped emitting its AIS positions. On the other hand,
it was clearly followed with HFSWR, which was marked with
white circle. If we switch to COP view on Fig. 8, it can be noted
that AIS target from previous view is missing. Reason for that
lies in HFSWR-AIS integration rules [14], where integration
link remains active for up to 6 hours after last emitted AIS
position report. This example not only emphasizes the
importance of layered view in surveillance applications, but

also indicates huge problems for surveillance operators on the
field [14].

Figure 7. Combined AIS and UHP layers view

Figure 8. COP layer view

Monitoring diagnostics starts with a alarm overview panel,
Fig. 9, where main monitoring groups are labeled. Overall
HFSWR network alarms group (1) provides quick information
about the health of the network. This group of alarms,
combined with overall remote site states, is usually placed on
graphical user interfaces of surveillance operators, for
informational purposes. LDI connection alarms (2) inform
about general state of LDI components. Interference zonal
alarms (3) inform the users about possibility of very high
ionospheric interference in defined zones. Alarms in these
areas usually lead to lower detection probabilities, tracking
problems and higher false alarm rate.

Figure 9. Main alarm and monitoring panel

Special polygonal areas (4) include protected areas, e.g. oil
rigs and HFSWR exclusion zones. Protected areas, if
configured, provide intrusion alarms, when unidentified
vessels approach or leave such zones, based on defined
surveillance rules. Group of remote sites (5) provides general
state and overview of the most important equipment and
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measurement alarms and notifications, e.g. quick overview of
HFSWR calibration (DPT) tests, active maintenance alarms etc.
Main notifications group (6) provides timing information
inside network’s CP. By clicking certain fields, e.g. one of the
remote site rows, another panel opens with lower level alarms,
related to that feature and possibilities to control and monitor
other components and sensors. On this way, monitoring of the
HFSWR network allows maintenance operators easy and fast
diagnostics of possible problems.

V. CONCLUSION
In this paper a comprehensive network’s alarm system has

been presented, through which operators can achieve fast and
descriptive insight into the entire HFSWR network parameters
and ongoing surveillance operation state. Described solution
was made feasible through aggregate monitoring principle,
where practically all monitoring data is accessed or gathered
from one node in C2 center, due to specific star-shaped
topology of HFSWR network’s IoT infrastructure. Specific
sensor data processing structure and surveillance client utility
implementation allows layered view of surveillance coverage
area, which helps operators resolving critical situations,
missing vessel identifications and special area protection.
Along with detailed explanation of the adopted structure for
implementation, its practical application was presented as well,
through various examples of real – life data obtained from one
operational IMS based on HFSWR network. Engagement in
both surveillance functionality and main network parameters
monitoring was presented from the perspective of the end user,
in order to demonstrate achieved functionality at the top – level
of application at its current version. While solutions of this
kind are commonly tailor – made for particular system and the
user, general flexibility of proposed structures makes it quite
adaptable and thus convenient for easy reshaping in data
representation at the top – level stage. For the future work,
further optimization of network’s alarm system and
development of more functionally reach application utilities is
planned, in order to further alleviate monitoring of this
complex system for distributed measurement and control.
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Abstract—In this paper, a system for vowel recognition using 

formant analysis and neural network is described. Complete 

procedure for vowel recognition which consists of historical 

dataset forming, dataset preprocessing, power spectral density 

estimation, formant extraction and neural network training and 

testing is given. Finally, gain results are discussed and it is shown 

that with first three formant frequencies and with appropriate 

neural network architecture vowels can be classified and 

recognized with big accuracy.     

 

Index Terms—formant frequencies; vowel recognition; neural 

network.  

 

I. INTRODUCTION 

Automatic speech recognition (ASR) is scientific field 

which attracts scientist and researches for more than 60 years. 

Full development of this scientific field has happened with the 

transition from analog to digital systems. Recently, with 

global technological development, ASR has gained 

application in large number of applications that can be found 

in everyday life [1]. 

    In this paper automatic vowel recognition using formant 

analysis and neural network is described.  It is known from 

acoustic theory of speech production, that every uttered vowel 

has three main resonant frequencies which are called formant 

frequencies or just formants [2, 3]. In this paper is described 

complete procedure for automatic vowel recognition. First 

step was forming of dataset which consists of recorded vowels 

uttered by male speakers. After that, dataset was processed for 

noise cleaning and for extraction of useful part of every 

recorded vowel. After dataset preprocessing, power spectral 

density estimation of signals is performed, so formants could 

be extracted [4]. After power spectral estimation, first three 

formant frequencies were extracted from each vowel using 

adaptive algorithm. Extracted formants were used for neural 

network training [5, 6]. After training, neural network was 

tested on new vowels that were not in historical dataset. Very 

good results were gained during training and during neural 

network testing. System for automatic vowel recognition 
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using formant analysis and neural network gave good results 

and did recognition with big accuracy. It is shown that first 

three formant frequencies can make good classification 

between vowels and with good neural network design system 

can make vowel recognition with big accuracy. On Fig.1 

algorithm for vowel recognition is shown. 

 

 
 

Fig.1. Algorithm for vowel recognition. 

 

First four steps of the algorithm were performed in 

programming language Matlab, while neural network training 

and testing was performed in programming language Python. 

 

II. ACOUSTIC THEORY OF SPEECH PRODUCTION 

In acoustic theory term sound refers to vibration. Vibrations 

are the cause of sound waves production, which propagate due 

to particle oscillating in the medium through they travel. 

Because of that, basic principles of physics must describe 

production and propagation of sound in vocal tract. For vocal 

tract modeling, detailed acoustic theory must take into 

account next factors: time variability of the shape of vocal 

tract, losses due to thermal conductivity and viscous friction 

on the walls of the vocal tract, softness of the walls of the 

vocal tract, radiation of sound on the lips, acoustic relation 

between oral and nasal cavities and sound source in the vocal 

tract [3]. In this paper simplified mathematical model is taken 

which neglects the above factors. The simplest model which 

can describe the process of speech production is shown on 

Fig.2. Vocal tract is modeled as a tube of uneven, time-

varying cross-section. 

Frequency characteristic of vocal tract is defined as ratio 

between the complex amplitude of the volumetric air flow at 

the end and the beginning of the tube. In the field of ASR 

resonant frequencies of vocal tract tube are called formant 

frequencies or just formants. 

Vowel recognition using formant analysis and 

neural networks  

Emilija Kisić, Goran Dikić and Vera Petrović 
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Fig.2. a) Vocal tract model b) Transfer function of vocal tract cross-

section, ),( txA . 

  

Formant frequencies depend on the shape and dimensions 

of the vocal tract. Therefore, the spectral properties of the 

speech signal change over time with the change in the shape 

of the vocal tract. The bandwidth of the first formant (first 

formant frequency) is mainly determined by the vibration of 

the walls. The bandwidths of the second and third formant 

frequencies are determined with the combination of the effects 

of wall vibrations and radiation on the lips. At high 

frequencies, the influence of radiation on the lips is dominant, 

which at these frequencies overcomes the influence of wall 

vibrations, friction and thermal conductivity. Information 

about the content of the speech signal is hidden in the first two 

formants, while the third and fourth formant refers to the color 

of the voice [3].  

 

III. RECORDING OF VOWELS  

 The first step in making a system for vowel recognition 

was vowel recording. Vowels are voices that arise with quasi-

periodic excitation, where the function of cross-section of the 

vocal tract is stationary. The way in which the cross section of 

the vocal tract changes determines the resonant frequencies of 

the tract (formants) and thus the sound is produced. Each 

vowel can be characterized by the function of cross-section of 

the vocal tract used in its production. It is obvious that this is 

very imprecise characterization due to the natural differences 

that exist between the vocal tracts of different speakers. The 

second representation is trough the resonant frequencies of the 

vocal tract. Also, in this case, there are numerous variations 

that are expected for the same vowel that is uttered by a large 

number of different speakers. The period of the basic 

frequency of oscillation of the vocal cords, i.e. the period of 

the glottal wave is called the pitch period. It ranges from 

7 8( )ms for men, about 4 5( )ms for women and about 

2.5 3.5( )ms for children. In other words, the fundamental 

frequency of vocal cord is about 100 120( )Hz  for men, about 

200 250( )Hz for woman and about 300 350( )Hz for children. 

For this reason, the formant frequencies for female speakers 

and children are shifted relative to the formant frequencies for 

male speakers. In Table I are shown first three average 

formant frequencies for vowels uttered by male (native 

English) speakers [3]. 

 
TABLE I 

FORMANT FREQUENCIES FOR MALE SPEAKERS 

 

 

Because of different values of formant frequencies for male 

and female speakers and children it would be a very difficult 

task to make a unique algorithm for vowel recognition for 

vowels uttered by men, women and children. For this reason 

we decided to make an algorithm for vowel recognition 

uttered only by male speakers.  Original base of vowels 

consisted of 500 uttered vowels. Ten male speakers uttered 

each vowel for 10 times. Recording of each vowel lasted 2 

seconds with sample frequency of 8 kHz. The sample 

frequency was chosen in order to satisfy Shannon’s sampling 

theorem [7]. 

 

IV. DATASET PREPROCESSING 

After recording of vowels, next step was dataset 

preprocessing. All vowels were filtrated for removing of noise 

and high frequencies that are not of interest for first three 

formant frequencies seeking. On Fig.3 speech signal which 

represents uttered vowel “a” after filtering is shown.  

 

 
Fig.3. Uttered vowel “a” after filtering. 

 

 After filtering, it was necessary to extract only useful part 

from recorded signals. As we can see from Fig.3 beginning 

and the end of recorded signal is useless for further analysis, 

because it is part of a signal which represents silence. Good 

solution for extraction of useful part of the speech signal is 

calculating the square of amplitude of signal and extracting 

the part which is above some threshold [3]. The original 
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signal with squared amplitude can be defined with equation: 

 

                                      2( )X x n ,                                   (1) 

 

where n is number of samples. Part of each recorded signal 

that was above the threshold which is 25% of the maximum of 

signal with squared amplitude was extracted. Threshold was 

chosen empirically. In this way, only useful part of the signals 

was extracted and useless part was removed (part at the 

beginning and the end of the signal which represents silence). 

On Fig.4 speech signal which represents uttered vowel “a” 

with squared amplitude and threshold are shown.  

 

 
Fig.4. Speech signal which represents uttered vowel “a” with squared 

amplitude and threshold. 

 

    The useful part of each recorded vowel was divided into 

“packets” of 800 samples and thus, after preprocessing a 

dataset consisting of 1080 signals is obtained. Dividing of 

useful part of the signals is performed for increasing of dataset 

of uttered vowels.   

 

V. POWER SPECTRAL DENSITY ESTIMATION OF SPEECH 

SIGNALS 

    In order to extract formant frequencies, it was necessary to 

perform power spectral density estimation of signals. Power 

spectral density (which is noted as ( )P f
xx ) of complex, wide 

stationary random process [ ]x n  is defined as: 

 

    ( ) [ ]exp( 2 )xx xx

k

P f r k j fk





  ,   
1 1

2 2
f   .           (2)  

With [ ]xxr k  is noted autocorrelation function of [ ]x n  defined 

as: 

                          [ ] ( [ ] [ ])xxr k x n x n k


  ,                           (3) 

 

where   represents mathematical expectation operator. 

 The power spectral density function actually represents the 

distribution of power over the frequency of a random process. 

Since the power spectral density is a function of an infinite 

number of values of the autocorrelation function, the task of 

estimating the power spectral density based on a finite set of 

data is almost impossible. There are various models for power 

spectral density that can be assumed in order to minimize the 

problem of spectral estimation. The choice of a model may 

depend on which model best finds the required spectral 

characteristics. An example of this is the search for formant 

frequencies in speech signal. Spectral estimation via Welch 

[8] gave the best results comparing with other two methods- 

Periodogram and Blackman-Tukey [4]. 

 Basically, Welch’s method is based on time averaged 

periodogram which is defined as: 

 

               

2
1

0

1
( ) [ ]exp( 2 )

N

PER

n

P f x n j fn
N







  ,                 (4)  

 

where N is number of samples. According to Welch’s method, 

the number of samples N in which we perform the estimation 

should be divided into L intervals of M samples and each of 

these intervals should be multiplied by a window. For each 

interval multiplied by a window, a periodogram should be 

calculated and at the end averaging of periodograms should be 

performed. Multiplying with a window solves the problem of 

"spectrum leakage", i.e. prevents the occurrence of signals at 

lower levels to be masked by the side lobes of signals at 

higher levels, if the signals are close in frequency. 

Multiplying with the window reduces the signal level on the 

side lobes, at the cost of increasing the width of the main lobe. 

Welch's method solves the problem of making compromises 

between spectral resolution, variance and bias by allowing 

data intervals to overlap. As the N increases, variance 

decreases, the estimation is not shifted, and since the intervals 

overlap, we did not lose much when it comes to resolution.  

In this paper, Hamming window [7] was chosen with length 

of 128 samples, and the overlap between data intervals was 

50%. On Fig.5 is presented power spectral density estimation 

of uttered vowel “a” via Welch.  

 

 
Fig.5. Power spectral density estimate via Welch for uttered vowel “a”. 

 

   From Fig.5 can be noticed that formant frequencies are 

very clear represented as peaks in the signal, so they can be 

easy extracted. First formant is always global maximum, 
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while second and third formants are local maxima.   

VI. FORMANT EXTRACTION 

  After dataset preprocessing all recorded vowels were 

filtered, useful part of the signals was extracted and divided in 

smaller “packets” and for dataset consisting of 1080 

preprocessed signals power spectral density estimation was 

performed. In this way dataset was prepared for formant 

extraction. 

 An adaptive algorithm was developed, based on Table I, 

depending on the range in which the formant frequencies are 

expected to appear. The first formant was found as the global 

maximum, and the remaining two formants were found based 

on where we expected them to appear, depending on the 

vowel. Only for the vowel “a” the range for the first formant 

does not overlap with the ranges for the first formant of other 

vowels, so it was easiest for the vowel “a” to create a 

separable class. The overlap of the first formant frequencies 

occurs with the vowels “e” and “i”, but they can be classified 

quite successfully based on the position of the second and 

third formant frequencies. Also, the vowels “o” and “u” 

overlap by the second formant, but they can be classified 

based on the position of the first and third formant 

frequencies. Another difficulty that occurred during creating 

an adaptive algorithm was that formant frequencies do not 

always appear in expected ranges. Formant frequencies can be 

shifted higher or lower than expected, depending on the 

uttering that can vary for different speakers. In Table II 

average values of formant frequencies extracted from the 

recorded vowels are shown. There are some differences 

between Table I and Table II in average values of formant 

frequencies. Table I is formed according to male speakers 

which are English native speakers, and Table II is formed 

according to male speakers from Serbia. Another cause of 

these differences is uttering of vowels.  Speakers which utter 

the vowels are from different age groups, some of them may 

be smokers, speakers are in different mood during recording, 

etc. All this affect on formant frequencies positions. Even a 

same speaker can utter the same vowel differently. This is the 

reason why ASR is very difficult task. 

 
TABLE II 

AVERAGE VALUES OF FORMANT FREQUENCIES  

 

 

 After formant extraction, five classes were obtained, one 

class for each vowel, but their overlapping could not be 

avoided. Classification in five separate classes based on first 

three formant frequencies is difficult because of formant 

frequencies overlap between some vowels, but the adaptive 

algorithm that was applied to extract the formants gives quite 

good results which are shown on Fig.6. 

After formant extraction, for each vowel about 200 formant 

frequencies (first three formant frequencies) are obtained. 

This is now prepared historical dataset which will be used for 

neural network training and testing. 

 

 
Fig.6. Distribution of the vowels in 1F 2F 3F  space. 

 

    

VII. NEURAL NETWORK FOR VOWEL RECOGNITION AND 

GAIN RESULTS  

    After formant extraction final step was neural network 

design. For vowel recognition problem multilayer feed-

forward neural network was chosen [9]. Supervised learning 

technique is performed because neural network has target 

values for input data. Supervised learning implies that neural 

network has output values for all input values. On these 

input/output pairs neural network is trained and tested [10].    

Neural network has three inputs, one for each formant 

frequency. Neural network has five outputs, one for each class 

that represents one vowel. We decided to split our historical 

dataset that has 1080 formant frequencies (about 200 

instances for first three formant frequencies for each vowel), 

so 90% of data was used for training and 10% was used for 

testing. For better algorithm performances k-fold cross 

validation was performed [5]. Entire dataset was split on 10 

folds. For model metrics we used accuracy which was counted 

on testing dataset in each iteration during k-fold cross 

validation. Finally, average accuracy of the model was 

counted for all ten iterations.  

   Number of hidden layers and nodes was chosen by trial 

and error method. First, small number of hidden layers and 

nodes was chosen. This number was increased in order to 

increase the accuracy of the model, but we took care about 

overfitting and stopped with increasing when accuracy started 

to decrease [9]. We also tried network training with different 

optimization algorithms, activation functions and values of 

learning rate. Number of epochs was also changed.  

The best result was achieved with neural network 

architecture that consists of six hidden layers with 100 nodes. 
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Optimization algorithm that was used is Adam [11] with 

sparse categorical cross entropy loss function, with learning 

rate one and with RELU activation function [9]. Number of 

epochs was 2000. With this neural network architecture 

average accuracy of the model on testing dataset was 96.3%.   

When optimal neural network architecture was chosen, 

neural network was trained on entire historical dataset.   

Finally, neural network testing was performed on uttered 

vowels that did not were in original base of vowels. Three 

new male speakers uttered each vowel five times. For new 

vowels confusion matrix is shown in Table III.  

 
TABLE III 

CONFUSION MATRIX FOR NEW VOWELS 

 
 

New vowels were recognized with accuracy of 96%. We 

can see that all vowels except vowel “e” were recognized with 

100% accuracy. Vowel “e” was three times recognized as 

vowel “i”.  This error is not surprising because classes of 

vowels for neural network training were not separable, and 

there was overlapping between classes “e” and “i”. These 

results could be different for some other speakers and that is 

the reason why vowel recognition is very complex task.  

 
 

VIII. CONCLUSION 

    Considering that historical dataset for neural network 

training was not big, gain results are very satisfying. It is 

shown that with first three formant frequencies and with 

adequate choice of neural network, vowels can be recognized 

with big accuracy. 

    First problem during vowel recognition system making was 

different uttering of vowels. Since this is a system that is 

independent of the speaker, the way in which vowels are 

uttered is very important for their recognition. For this reason, 

it is very difficult to create a single algorithm that classifies 

vowels, regardless of which speaker uttered the vowel. 

Second problem was overlapping between classes that 
represent vowels. This overlapping was unavoidable and it 

affected on model accuracy.  

    Dataset with formant frequencies for neural network 

training was not very big. Increasing of dataset with recorded 

vowels for neural network training would probably increase 

model accuracy. Also, more uttered vowels for neural network 

testing would give more reliable results about model 

accuracy. Despite the above limitations and problems 

encountered in designing a vowel recognition system, the 

designed system gives very good results. 

    Due to their properties, neural networks are nowadays very 

attractive for scientists and researchers when it comes to 

speech recognition [12]. In some future work other types of 

neural network can be applied for solving vowels recognition 

problem and comparative analysis can be made with gain 

results.  
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Multi-resonant observer PLL with estimation of
grid unbalances

Aleksandra Mitrović, Mirna N. Kapetina, Milan R. Rapaić

Abstract—In this paper, a novel discrete Phase Locked Loop
(PLL) algorithm is introduced to obtain an optimal grid
synchronization. One of the major problems in the grid syn-
chronization process, which occurs due to grid imperfections,
is higher order harmonics which are treated as disturbances
in the electric power system. The proposed control design
of PLL is implemented with a reduced order observer of
periodic disturbances and with RST controller structure. The
design is performed completely in the discrete time domain,
and two cases were considered: the first case is with one
higher order harmonic, and the second case is with two higher
order harmonics in the system. The theoretical findings are
substantiated by extensive simulation examples.

Keywords: Grid synchronization, PLL algorithm, Reduced
order observer, RST controller

I. INTRODUCTION

One of the important aspects of designing grid connected
power electronics systems is the synchronization of the
inverter output with the grid itself. Synchronization with the
grid means matching the phase and the magnitude of the
inverter output voltage with grid voltage signal and implicitly
control of power factor, active and reactive power flow in
the system. If the grid is unbalanced, side effects such as
short circuits, failures and power outages can occur. Also,
due to the grid imperfections, higher order harmonics appear
in the electric power system. They are especially significant
and represent unwanted spectral components of a distorted
signal whose frequencies are equal to an integer product of
the base frequency. These polluting harmonics are treated as
disturbances in the system and consequently, it is necessary
to neutralize their influence in order of optimal functioning
of the electric power system.

Some modern solutions for efficient and reliable integra-
tion with grid of renewable energy sources are grid side
converters (GSC). These power electronics devices enable
the injecting or receiving of electric energy from the utility
grid and they must be precisely synchronized with grid
voltage [1,2]. There are several different algorithms for grid
synchronization and one of the most commonly used of them
is the Phase Locked Loop or PLL algorithm [3]. Among
existing PLL techniques, the Synchronous Reference Frame
(SRF-PLL) [4] is commonly utilized in power engineering

A. Mitrović(aleksandra.mitrovic@uns.ac.rs), M. N. Kapetina
(mirna.kapetina@uns.ac.rs), M. R. Rapaić(rapaja@uns.ac.rs) University of
Novi Sad, Faculty of Technical Sciences, Department of Computing and
Control Engineering, Trg Dositeja Obradovića 6, 21000 Novi Sad, Serbia.

applications. Also, there are other solutions such as Decou-
pled Double Synchronous Reference Frame PLL (DDSRF-
PLL) [5] or Double Second-Order Generalized Integrator
PLL (DSOGI-PLL) [6]. These algorithms perform excellent
with negligible grid imperfections and they can accurately
extract voltage synchronization signal when the grid is
unbalanced. In situations when the grid voltage contains
harmonics of higher order, large oscillations may appear
in the synchronization signal and then Multi-SOGI method
proposed in [7] could be used.

Achieving phase synchronization despite voltage sags and
higher order harmonics and identifying amplitudes and phase
angles of the polluting harmonics are essential for real-
time control of power systems. An effective PLL scheme
for efficient simultaneous identification and quantification of
grid unbalance and higher harmonics content is proposed in
[8]. However, the proposed method is described in continu-
ous time domain and the reliability of a discretized system
depends upon the approximation made to their continuous
equations. Some methods, as the Forward Euler, the Back-
ward Euler and the Tustin (Trapezoidal) numerical integra-
tion offer a good performance when used for continuous filter
discretization, but those methods, could be inadequate under
certain conditions, due to necessity of additional sample
delays. Therefore, in this paper procedure for multi resonant
PLL is completely implemented in the discrete domain
without using numerical discretization method. The main
reason is to obtain expressions that can be directly applied in
the implementation, i.e. to avoid the discretization procedure
that would otherwise be necessary.

The organization of this paper is such that in section 2
the grid voltage signal is characterized and vector notation
is introduced. The basic aspects of the PLL algorithm as well
as the new proposed modification of the algorithm applicable
in the discrete domain are given in section 3. Finally, the
results of the numerical simulation are presented in section
4.

II. GRID CHARACTERIZATION

A non-ideal 3-phase utility grid voltage in steady state can
be represented as [3]

ui =Up cos(ω0t− ki
2π

3
+ ϕp) + Un cos(−ω0t− ki

2π

3
+ ϕn)

+
∑
h

Uih cos(hω0t− ki
2π

3
+ ϕih) , (1)

where ki∈{a,b,c} = {0, 1,−1}. Variables Up, Un are ampli-
tudes and ϕp, ϕn are phases of the Fundamental Frequency
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Positive Sequence (FFPS) and Fundamental Frequency Neg-
ative Sequence (FFPN), respectively [4,10]. Magnitude ω0 is
the fundamental frequency which value is typically 2π ·50 rad

s
or 2π · 60 rad

s . The third term in (1) represents higher order
harmonics, i.e. Uih is amplitude and ϕih is phase of h-th
harmonic for phase i. If the grid voltage is balanced, without
asymmetrical voltage sags and higher order harmonics, it is
clear that Un = 0 and Uih = 0 [8].

In order to simplify the notation, (1) can be rewritten in
the phasor form

U = U1 +
∑
h

Uh , (2)

where U is the phasor corresponding to signal u. Phasors
in (2), U1 and Uh, can be represented by their positive and
negative sequence components

U1 = Upejω0t + Une−j(ω0t+ϕn) ,

Uh = Uphe
j(hω0t+ϕ

p
h) + Unh e

−j(hω0t+ϕ
n
h) ,

(3)

where it was assumed that FFPS voltage component is the
referent one with zero phase (ϕp = 0). It is common for
3-phase phenomena analysis to use rotating reference frame
(dq) instead of staionary (abc), so Park transformation [9] is
applied on (3) and one obtains

Udq = Ue−jω0t = Up + Une−j(2ω0t+ϕn)+

+
∑
h

Uphe

[
j(h−1)ω0t+ϕ

p
h

]
+ Unh e

[
−j(h+1)ω0t+ϕ

n
h

]
.

(4)

We can write Udq = ud + juq so (4) can be decoupled to d
and q components

ud = Up + Un cos(2ω0t+ ϕn)

+
∑
h

Uph cos
[
(h− 1)ω0t+ ϕph

]
+ Unh cos

[
(h+ 1)ω0t+ ϕnh

]
,

uq = −Un sin(2ω0t+ ϕn)

+
∑
h

Uph sin
[
(h− 1)ω0t+ ϕph

]
− Unh sin

[
(h+ 1)ω0t+ ϕnh

]
.

(5)

Finally, from (5) can be concluded if the grid voltage is
balanced and without polluting harmonics, d and q compo-
nents in the steady-state appears as DC values, ud = Up and
uq = 0.

III. THE PROPOSED PLL ALGORITHM

Ideal PLL structure is resistant to disturbances and asym-
metries and quickly and accurately determines the phase
angle of the grid voltage. PLL control loop is presented in
Fig. 1 where we have phase comparator that determines the
difference between the phase angle of the input quantity and
the estimated angle of the output quantity. This signal is fed
to the controller and the output signal from the controller
excites the signal generator which generates an estimated
value of the grid phase angle that follows the phase angle of
the input quantity. In the digital form of PLL algorithm, the
most common controller structure is the PI controller [10].

Phase
detector

Va Controller
Signal

generator θ̂

Figure 1: Generalized PLL control loop

Nowdays there are various modifications of the PLL algo-
rithm caused by the development of different implementation
techniques and different reference coordinate systems in
which the estimation of the grid phase angle is performed.
One of the most commonly used modifications is Syn-
chronous Frame PLL algorithm or SF-PLL algorithm [11].

SF-PLL algorithm is adapted synchronization algorithm to
the specifics of 3-phase systems, which conventional control
loop is presented in Fig. 2. By applying this variation of
the algorithm, the estimation is performed by setting one
component of the grid voltage to zero value and in that way
the estimated angle is connected to the vector representation
of the grid voltage.

PI
ω0 kT

s

θPLL0 +

αβ/dq

UβUα

Uq
Filter

Ud

Uq0

−

Figure 2: PLL control loop

The plant in PLL algorithm can be modelled by transfer
function Gp(s) = kT

s , where kT is linearization gain equal
to the grid voltage amplitude, kT = U . Filter in Fig. 2 is
not needed if utility voltage is balanced and without higher
order harmonics, but without it, PI controller can’t cope
with oscillations induced by imperfection of grid voltage
[8]. Accordingly, the main purpose of all advanced PLL
algorithms is to neutralize (filter) oscillatory components.

In this paper, SF-PLL algorithm with multi-resonant dis-
turbance observer was implemented in discrete time domain,
as illustrated in Fig. 3. Input variables in control loop shown
in Fig. 3 are measured phase voltages ua, ub and uc. After
applying Park transformation, 3-phase voltages ua, ub, uc are
transformed into ud and uq in a synchronously rotating 2-
phase system. For these transformed signals, observers were
designed to estimate value of higher order harmonics. Since
observers used for d and q axis are identical, only the q-
axis observer will be described in sequel. Finally, obtained
estimated grid frequency and angle are denote ω̂ and θ̂.

A. Observer design

Estimation is the process of evaluating the value of an
immeasurable quantity on the basis of available data [2].
In the field of control, it is of interest to estimate values
of disturbance signals and states of process. The algorithms
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Figure 3: PLL algorithm with multi-resonant observer (blocks ADC represent analog to digital converters)

used to perform this estimation are observers and in this
paper, multi-resonant observer was designed in discrete time
domain.

Discrete-time observer

After applying Park transformation and considering the
fact that a superposition of any two harmonic signals of equal
frequencies will give another harmonic signal of the same
frequency, (5) can be written as

uq = uq0 +
n∑
h=1

uqh ,

uqh = Uqhm sin(ωhkT − ϕqh) = Uqhm sin(θhk − ϕqh) ,
(6)

where Uqhm is total amplitude and ϕqh is the total phase
angle of h-th harmonic in dq reference frame, θh = ωhT
is discrete (digital) frequency, T is sample time and k is
ordinal number of samples in the discrete time domain.
Higher order harmonics are treated as disturbances in system
and reduced-order observer was designed to estimate values
of additional harmonics from measured signal. Estimation is
performed by imitating a process that generates magnitude of
interest. Hence, a linear system was constructed with impulse
response equal to the (6) [12]

uqh(k + 2)− 2 cos(θh)uqh(k + 1) + uqh(k) = 0 . (7)

In order to develop an reduced-order observer, a selection of
variable states was made [13]

x1(k) = uq(k) ,

x2h(k) = uqh(k) ,

x2h+1(k) = uqh(k + 1) .

(8)

In shifted discrete time domain variables are

x1(k + 1) = x1(k)−
n∑
h=1

x2h(k) +
n∑
h=1

x2h+1(k) ,

x2h(k + 1) = x2h+1(k) ,

x2h+1(k + 1) = −x2h(k) + 2 cos(θh)x2h+1(k) ,

(9)

or in matrix form

x(k + 1) =



1 −1 1 −1 1 . . .
0 0 1 0 0 . . .
0 −1 2 cos(θ1) 0 0 . . .
0 0 0 0 1 . . .
0 0 0 −1 2 cos(θ2) . . .
...

...
...

...
...

. . .


x(k) .

(10)

After selecting state vector x(k), it is convenient to
split state vector into to parts: a directly measurable
variables x1(k) and the remaining states x2:(k) =[
x2(k) x3(k) . . . x2h+1(k)

]T
[13]. Subsequently, (10)

can be rewritten as

x1(k + 1) = A11x1(k) +A12x2(k) ,

x2:(k + 1) = A21x1(k) +A22x2(k) ,
(11)

where

A11 = 1 ,

A12 =
[
−1 1 −1 . . . 1

]
2n

,

A21 =
[
0 0 0 . . .

]T
2n

,

A22 =


0 1 0 0 0 0 . . .
−1 2 cos(θ1) 0 0 0 0 . . .
0 0 0 1 0 0 . . .
0 0 −1 2 cos(θ2) 0 0 . . .
...

...
...

...
...

...
. . .


2n×2n

.

Mathematical model of reduce-order observer is

z(k + 1) = Aoz(k) +Guq(k) ,

x̂2:(k) = z(k) + Luq(k) .
(12)

where z is 2n×1 vector of internal observers states and Ao,
G and L are constant parameter matrices of dimension 2n×2,
2n × 1 and 2n × 1, respectively. Vector L is observer gain
matrix [13]. Parameter matrices Ao and G are determined
according to

Ao = A22 − LA12 ,

G = A21 − LA11 +AoL .
(13)
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The vector L is selected in such a way to place eigenval-
ues of Ao at desired locations [8]. Observer characteristic
polynomial is calculated on the basis of desired poles

fo(z) = z2n + p2n−1z
2n−1 + · · ·+ p1z + p0 . (14)

Accordingly, elements of the observer gain vector L can be
calculated from

fo(z) = det(zI −A22 + LA12) . (15)

After the observer gain vector L is determined, matrices Ao
and G can be calculated from (13). Finally, DC component
or utility signal component for synchronization can be re-
constructed by subtracting estimated harmonic signals from
the measured voltage

ûq0 = x1 −
n∑
h=1

x̂2h , (16)

where magnitude ûq0 is used as the input of PLL controller
[8].

B. Controller design

Controller was implemented in discrete time domain by
means of pole-placement procedure and RST synthesis [14].
In both time domains, desired closed loop characteristic
polynomial, i.e. poles of the system in closed loop are
selected. These poles completely determine stability and
behavior of the system in closed loop. Finally, parameters
of observer and controller are selected so to ensure that the
actual characteristic polynomial of the closed loop system
matches the desired one.

Discrete-time controller

Magnitude ûq0, calculated from (16), is input signal of
PLL algorithm, so observer transfer function relating uq and
uq0 is [8]

Go(z) =
Uq0(z)

Uq(z)
= ko

∏
h(z2 − 2z cos(θh) + 1)

fo(z)
, (17)

where z is complex variable in discrete time domain, fo(z)
is the characteristic polynomial of the observer and ko
is its gain. Observer transfer function must have zeros at
frequencies ωh and additional zeros are not allowed, since
this can make transfer function Go(z) improper (degree of
the polynomial in the numerator would be greater than the
degree of the polynomial in the denominator). Value of the
gain ko can be calculated from the fact that static gain of
(17) must be 1

lim
z→1

Go(z) = 1⇒ ko =
fo(1)∏

h(2− 2 cos(θh))
. (18)

RST controllers are a modern management solution in whose
structure there are two degrees of freedom of movement
and three polynomials - R, S and T . Namely, classic PID
controllers have one degree of freedom of movement and
can be effective in monitoring setpoints, but not so good in
eliminating disturbances. Accordingly, it is desirable to use

controllers that have a component of direct control and feed-
back control such as RST controllers. Typical structure of
RST controller is R(z)U(z) = −S(z)Y (z) + T (z)Rref (z),
where R(z), S(z) and T (z) are polynomials in RST con-
troller structure, Rref (z) is reference signal and Y (z) is
output signal.

As denote on Fig. 3 input signal to the controller is q
component of the grid voltage and the output is the estimated
grid frequency ω̂. Due to the reference signal is equal to zero,
as shown in Fig. 2, which implies that T (z) = 0, controller
form is

R(z)U(z) = −S(z)Y (z)⇒ R(z)Uq(z) = −S(z)Ω̂(z) ,
(19)

where R(z) is denominator, S(z) is numerator of the con-
troller transfer function, Ω̂(z) and Uq(z) are Z transforms
of the estimated frequency and q component of the grid
voltages, respectively. Observer is part of the controller so
structure of polynomials R(z) and S(z) should be [8]

R(z) = (z − 1)fo(z)R1(z) ,

S(z) = ko
∏
h

(z2 − 2zcos(θh))S1(z) ,

where R1(z) and S1(z) contain remaining factors to be
determined in the sequel. Additional integrator is paramount
for the ability of the control loop to follow grid angle
signal, which has ramp-like behavior [8]. As two integrators
are required to follow ramp signal without steady state
error, second integrator is in the plant transfer function
Gp(z) = kT

z−1 .

Characteristic polynomial of the closed loop system is

fc(z) = (z − 1)2fo(z)R1(z)+

+ kokTS1(z)
∏
h

(z2 − 2z cos(θh) + 1) .
(20)

Unknown parameters in (20) can be calculated from the
fact that actual characteristic polynomial of the closed loop
system must be equal the desired one. This means that
number of variables must be equal to the degree of the
characteristic polynomial and solution of minimal order is

R1(z) = 1, S1(z) = kp(z + σ) ,

where kp and σ are real constants. In fact, kp is the
proportional gain and σ = 1

Ti
is the reciprocal of the integral

time constant. Finally, obtained characteristic polynomial of
the closed loop system is

fc(z) = (z − 1)2fo(z)+

+ kokT kp(z + σ)
∏
h

(z2 − 2z cos(θh) + 1) .
(21)

In section IV, all previous consideration will be shown in
two different simulations: first is case with one harmonic in
system and other is case with two harmonics in system.

AUI 1.5.4



IV. SIMULATION RESULTS

A. The case with one harmonic

The proposed PLL algorithm has been implemented and
tested through simulation in case when grid is symmetrical
until t = 0.1s, when fifth harmonic amplitude 0.2 [p.u.]
appears. In that case there is one polluting harmonic in
system (h = 1) and characteristic polynomial of closed loop
system given by (21), can be written as

fc(z) = (z − 1)2(z2 + p1z + p0)+

+ kokT kp(z + σ)(z2 − 2z cos(θ1) + 1) .
(22)

Desired characteristic polynomial is formed based on the
poles ai that determine stability and performance of the
system. Choosing a poles we make a compromise between
response speed, disturbance rejection properties, sensitivity
to measurement noise, robustness and other characteristics.
In this paper, a pair of dominant poles have natural frequency
equal to ω0 (ω0 = 2π · 50 rad

s ) and high damping (ξ ≥ 0.7),
while the remaining poles are located deeper within the unit
circle. Poles are

a1,2 = e
− ω0ξ√

1−ξ2
T±jω0T

,

a3 = e−2ω0T ,

a4 = e−4ω0T .

where T is sampling time chosen to satisfy Nyquist theorem.
In this case, polluting harmonic is at frequency ω1, so
sampling frequency is chosen so that it is equal ωs = 5ω1,
where T = 2π

ωs
and θ1 = ω1T . Desired characteristic

polynomial is

fc = (z − a1)(z − a2)(z − a3)(z − a4) . (23)

Higher order harmonic of interest is fifth harmonic which is
seen as harmonic at the frequency ω1 = 4·ω0 in dq reference
frame.

By equating desired characteristic polynomial (23) with
characteristic polynomial of closed loop system (22), ob-
server gain matrix and controller parameters are obtained:

L =
[
0.3982 0.5676

]T
,

kp = 0.3866 , σ = −0.8524 .

Phase voltages are shown in Fig. 4, while on Fig. 5 is
shown estimated frequency of grid voltage and on Fig. 6
is shown estimation error which represents the difference
between actual and estimated value of the phase angle.

Figure 4: Phase voltages

Figure 5: Estimated grid frequency

Figure 6: Phase estimation error

B. The case with two harmonics

The proposed PLL algorithm has been implemented and
tested through simulation in case when grid is symmetrical
until t = 0.1s, when fifth harmonic amplitude 0.2 [p.u.]
appears and then in t = 0.2s seventh harmonic amplitude 0.5
[p.u.] appears. In that case there are two polluting harmonics
in system (h = 2) and characteristic polynomial of closed
loop system given by (21), can be written as

fc(z) = (z − 1)2(z4 + p3z
3 + p2z

2 + p1z + p0)+

+ kokT kp(z + σ)(z2 − 2z cos(θ1) + 1)(z2 − 2z cos(θ2) + 1) .
(24)

As in the first case, desired characteristic polynomial is
formed based on the poles ai that determine stability and
performances of the system. A pair od dominant poles have
natural frequency ω0 = 2π ·50 rad

s and damping ratio ξ = 0.7,
while the remaining poles are located deeper within the unit
circle. Poles are

a1,2 = e
− ω0ξ√

1−ξ2
T±jω0T

,

a3,4 = e−2ω0T ,

a5,6 = e−4ω0T .

where T is sampling time chosen to satisfy Nyquist theorem.
In this case, polluting harmonics are at frequencies ω1 and
ω2 (ω1 < ω2), so sampling frequency is chosen so that it is
equal ωs = 5ω2, where T = 2π

ωs
, θ1 = ω1T and θ2 = ω2T .

Desired characteristic polynomial is

fc = (z − a1)(z − a2)(z − a3)(z − a4)(z − a5)(z − a6) .
(25)

Higher order harmonics of interest are fifth and seventh
harmonics which are seen as harmonics at the frequencies
ω1 = 4 · ω0 and ω2 = 6 · ω0 in dq reference frame,
respectively.
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By equating desired characteristic polynomial (25) with
characteristic polynomial of closed loop system (24), ob-
server gain matrix and controller parameters are obtained:

L =
[
0.4898 0.8004 −0.5634 0.2361

]T
,

kp = 551.391 , σ = −0.865 .

Figure 7: Phase voltages

Figure 8: Estimated grid frequency

Figure 9: Phase estimation error

Phase voltages are shown in Fig. 7, while on Fig. 8 is
shown estimated frequency of grid voltage and on Fig. 9
is shown estimation error which represents the difference
between actual and estimated value of the phase angle.

V. CONCLUSION

Most modern devices are connected to the grid via power
electronics devices and it is very important to achieve
synchronization between them. Magnitudes of interest for
grid synchronization are frequency and phase angle of grid
voltage. In this paper, we proposed PLL algorithm for grid
synchronization based on multi-resonant observer. Algorithm
is implemented with observer which estimate unknown val-
ues of polluting higher order harmonics which occur due to
the grid imperfection and we treat them as disturbances in
system. The proposed PLL algorithm designing process is
established as a simple four steps algorithm:

1) Choose the frequencies ωh of higher order harmonics
of interest.

2) Specify the desired closed loop polynomial fc(d).
3) Compute unknown parameters of controller (kp, σ) and

observer polynomial (p0, p1, · · · , p2n−1).
4) Compute observer matrix gain L.

Algorithm control loop is implemented in discrete time
domain. After algorithm designing, simulations were done in
case when fifth and seventh harmonics appear as disturbances
in the system. The results demonstrated the efficiency of the
proposed PLL algorithm which is capable of achieving phase
synchronization despite voltage unbalances and higher order
harmonics.
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Resonant observer PLL with real-time estimation of grid unbalances.
International Journal of Electrical Power & Energy Systems, Vol. 108,
pages 52-60, June 2019.

[9] Yazdani A, Iravani R. Voltage-sourced converters in power systems.
Hoboken, New Yersey:IEEE-Wiley, 2010.
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tehničkih nauka, Novi Sad, 2014.

[14] Atröm KJ, Murray RM. Feedback systems: an introduction for scien-
tists and engineers. Princeton University Press; 2008

AUI 1.5.6



Decision Support System for Traffic Jams by using
Artificial Intelligence
Luka Bjelica, Svetozar Vulin, Anja Buljević

Abstract—This paper presents one possible decision support
system as partial solution of traffic jam problem using au-
tonomous vehicles. Proposed solution is based on deep learning
algorithms and artificial neural network (ANN) models which
task is to make a decision whether to move the car to a side
lane, or stay in the current lane. The optimality criteria is
maximization of the elapsed distance in traffic by training
ANN, using a supervised learning paradigm from labeled data,
to control the car. Gradient descent algorithm is used for
the network’s parameters estimation. Verification, testing and
simulation application is also presented in this paper.

Keywords: self-driving, artificial neural networks, deep
learning, gradient descent, traffic jam.

I. INTRODUCTION

Traffic congestion has become one of the biggest modern
life problems. Time spent in traffic jams is irreversibly
wasted. Moreover, some researches have also shown that
traffic congestion represents negatively impacts the Earth’s
climate, leading to global warming [1]. One solution to
this problem is to minimize the time spent in traffic using
autonomous vehicles. This solution not only reduces air
pollution and global warming rate, but also saves time for
each commuter. Autonomous cars are vehicles which are
driven by digital technologies without any, or little, human
intervention. They are capable of driving and navigating
themselves on the roads by sensing the environmental im-
pacts. They are designed to occupy less space on the road
in order to avoid traffic jams and reduce the likelihood of
accidents. Autonomous cars are one of the biggest challenges
in industry nowadays, so various solutions solving the au-
tomation of control of cars on the road have been widely
studied in the literature [2], [3].

This paper concerns the automation of the car movement
in a highway traffic jam, based on deep learning algorithms,
and ANN models, like Multilayer Perceptron (MLP) [4], in
order to make decision whether to move the car to a side
lane, or stay in the current lane. The idea is to maximize
the average speed of the car or to maximize the distance
that car would elapse in certain amount of time. The car
is controlled by trained ANN. Gradient descent algorithm
is used for the network’s parameters estimation. Simulation
application could be found in [5].

L. Bjelica (bjelicaluka@uns.ac.rs), S. Vulin (svetozar.vulin@uns.ac.rs),
A. Buljević (anjabuljevic@uns.ac.rs), University of Novi Sad, Faculty of
Technical Sciences, Department of Computing and Control Engineering,
Trg Dositeja Obradovića 6, 21000 Novi Sad, Serbia.

After Introduction, the paper is organized in the following
manner: description of self-driving component, model of
the environment, data collecting procedure and the agent
controlling the car are explained in Section II, explanation of
the custom deep learning library can be found in Section III,
technical details about the implementation are introduced in
Section IV, simulation results are shown in Section V and
the concluding remarks are given in the final Section VI.

II. SELF-DRIVING COMPONENT

As previously mentioned, the topic of this paper is the
automation of car movement through a dense highway traffic
environment. The real-world environment is represented in
a computer simulation and due to its complexity, only main
dynamic characteristics are emphasised. For the need of this
paper, it is expected that the vehicle already has automatic
acceleration and braking systems implemented so the em-
phasis is on the component responsible for highway traffic
jams. That component is called self-driving component. The
purpose of this component is to make sure that the agent gets
out of highway traffic jams as fast as possible (maximum
distance optimization problem). It is important to know that
self-driving component does not ensure that the vehicle is
completely autonomous, thus it only provides a solution to
dense traffic.

Environment (2D traffic simulation)

The model of the environment is a simplified represen-
tation of the real world (Fig. 1). It is represented in two
dimensional (2D) space. The environment consists of N
traffic lanes, passing cars and the vehicle that is being
controlled (agent).

Fig. 1. Environment screenshot
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Cars can be created in any of N lanes in random order and
are moving in constant speed relative to each other. The agent
has three sensors: front, left-side and right-side sensors, each
consisting of a red and green zone. The green zone provides
a distance between the car controlled by the agent and the
nearest facing car in that lane. The red zone, or the safety
zone, activates the braking system that manages to stop the
controlled car when the car in front is detected and prohibits
sidetracking when the car is detected on either left or right
side. If the front sensor has not detected any cars in the
red zone, the controlled car automatically accelerates until it
reaches the maximum speed. This ensures that the car has
a built-in safety system and that the agent has the ability to
accelerate automatically when there are no cars in front of
it. The environment implementation details are explained in
the Section IV.

Data (collecting and labeling)

Data is collected and labeled while the user is controlling
the car. Each time the user makes a decision (turns left, right
or continues to move forward) a snapshot of each sensor
data is collected. A snapshot is a list of data containing the
following parameters:

• Left-side sensor green zone distance
• Left-side sensor red zone active status
• Front sensor green zone distance
• Front sensor red zone active status
• Right-side sensor green zone distance
• Right-side sensor red zone active status.

The label represents the user’s decision (-1 for left, 0 for
forward and 1 for right). After the user has provided enough
training samples (the number of training samples is 28), the
dataset is created which can then be used for training the
neural network model.

Agent Controlling the Car

On a fixed time interval the agent queries the trained
network with the current state of sensors. Agent expects to
get a response containing the prediction about the action it
should make. Based on the network’s decision, the agent
parses the response and either moves the car to a side lane,
or stays in the current lane. If the car gets stuck because
the network is continually making bad decisions, the user
can correct the decision of a network. The corrections are
saved and the user can put them in the dataset and retrain
the model.

III. DEEP LEARNING LIBRARY

For need of this paper, a deep learning library is imple-
mented from scratch. Its model is based on the most popular
deep learning framework Keras [6]. The library consists of a
Model that represents the main component, Neural Network
that acts as a container of parameters (weights and biases),
Initializers, Operators, Losses, Optimizers, and Regularizers.
The model is implemented as a Feed-Forward MLP [4],
which means that each node (neuron) from every layer is
connected to each node in the previous and following layer.

It supports only the Supervised Learning paradigm [4], in
which the desired outputs are known and the model is
trained to predict future outcomes (output) depending on
given (input) data.

Initializers

Initializers provide the initial values for the model param-
eters at the start of training. Initialization plays an important
role in training deep neural networks, because bad parameter
initialization can lead to slow or no convergence. Parameters
of the network are initialized as small random weights drawn
from the normal distribution [7].

Operators

Operators are the basic building blocks of any neural
network. They are vector-valued functions that transform the
data. Some commonly used operators are:

• layers (linear, convolution, and pooling)
• activation functions (Rectified Linear Unit (ReLU),

Sigmoid, SoftMax, Tanh and etc.)
The only type of operators that are implemented for the
need of this paper are activation functions. They are used
to normalize the output of each neuron in the desired range.

Losses

Losses are differentiable mathematical expressions given
in closed-form that are used as surrogates for the optimiza-
tion objective of the problem at hand. Loss functions provide
feedback on the training progression. They map a vector of
values to a number that represents the quality of the network
at a certain moment of training.

The cost or loss function has an important job in that it
must faithfully distill all aspects of the model down into
a single number in such a way that improvements in that
number are a sign of a better model. [8]

Regularizers

Regularizers provide the necessary control mechanism
to avoid overfitting and promote generalization. L2 weight
regularization [9] is implemented that makes the weights
sparser and uniform, respectively.

Optimizers

Optimizers provide the iterative update of model param-
eters with respect to the optimization objective. In this
context, the optimization objective is to minimize the loss
function that depends on the network’s parameters. The
parameters are considered optimal when the loss function
reaches its global minimum. Loss function determines the
error between the expected value and output value. Gradient
Descent optimizer [8], [10] is used for fitting the model.
Gradient Descent is an iterative optimization algorithm used
for finding the minimum of a differentiable function. With a
goal of minimizing the loss function, this algorithm takes
steps of the steepest descent which is calculated by the
negative value of the gradient of the function. Iteratively
moving to the minimum, the size of each step is determined
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by the learning rate. For network training using Gradient
Descent [4], the following steps are taken:

1) Creating a mini-batch
In this step, the portion of data is taken from the
dataset, which is used in the present iteration. The size
of the portion is equal to the batch size option that the
user provides

2) Forward pass and Calculating Loss
The feed-forward function is used to calculate the
output of each layer. Outputs are stored in a list and
are later used for calculating the gradients. Next, the
value of loss function is calculated based on the output
of the network.

3) Backward pass
In this step, the error is being calculated and passed
backward through the network. After the backward
pass, deltas (the portion of error) have been calculated
for each layer. It is important to apply the derivative of
activation function to each delta in order to deactivate
it.

4) Backpropagation
This is the main step in which the gradients, based on
small changes in a gradient direction, are calculated
and the outputs of the layer from the feed-forward pass.
In simple terms, after each forward pass through the
network, error is calculated and backward pass is being
performed while adjusting the network’s parameters
(weights and biases).
The goal is to adjust each parameter in proportion to
how much it contributes to the overall error.
Partial derivative, of the loss function, concerning each
parameter, represents the value of gradient.
To calculate derivatives with respect to any nested
variable in the equation ( ∂L

∂wj
or ∂L

∂b ) we use the method
called chain rule [7]. The chain rule shows that for the
given:

a) preactivation z of input x and bias b with respect
to weight matrix transposed wT is:

z = wTx+ b

b) value of the preactivation passed through activa-
tion function σ:

ŷ = σ(z)

c) loss function (in this case cross entropy) deter-
mines the error between the target value y and
the output value of the network ŷ:

L(y, ŷ) = −y log(ŷ)− (1− y) log(1− ŷ),

the derivatives of the loss function with respect to w
and b are

∂L

∂wj
=
∂L

∂ŷ

∂ŷ

∂z

∂z

∂wj

∂L

∂b
=
∂L

∂ŷ

∂ŷ

∂z

∂z

∂b
.

After the partial derivatives of nested equations have
been calculated and substituted into the chain rule the
obtained result are following

∂L

∂wj
=
∂L

∂ŷ

∂ŷ

∂z

∂z

∂wj

=
ŷ − y

ŷ(1− ŷ)
ŷ(1− ŷ)wj

= (ŷ − y)wj

∂L

∂b
=
∂L

∂ŷ

∂ŷ

∂z

∂z

∂b

=
ŷ − y

ŷ(1− ŷ)
ŷ(1− ŷ)

= (ŷ − y).

In vectorized form with m training examples (when us-
ing Batch or Mini-Batch GD) the following equations
are obtained

∂L

∂w
=

1

m
X(ŷ − y)T

∂L

∂b
=

1

m

m∑
i=1

(ŷ(i) − y(i)).

After the gradients have been calculated, the parame-
ters are ready to be adjusted (updated) accordingly

w(i+1) = w(i) − γ
∂L

∂w

b(i+1) = b(i) − γ
∂L

∂b
.

γ (learning rate) determines how big a step the ad-
justment is making in the negative direction of the
gradient.

5) Adjusting Weights and Biases
In this step, network’s parameters are updated ac-
cording to the calculated gradients. If γ is too big,
algorithm would diverge and never find the minimum.
On the other hand, if γ is too small, it would take
too much time to find the minimum. So it is necessary
to find optimal value for γ in order to find minimum
in reasonable time. For more details about choosing
optimal γ, see [11].

Model

Model is the main component used to bind all of the
above-explained components together. It represents a public
Application Programming Interface (API) through which
users can interact with the library, define the network’s
architecture and train the network.

Knowing that representability and trainability are two
main attributes that describe the network, layer structure has
a huge impact on the network’s performance. The network is
“representable” if it can represent a solution to the problem
with a certain level of complexity. The higher the number of
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layers, the more complex problems a network can represent.
Trainability sets a threshold to the number of hidden layers
and the overall complexity of the network. Too many layers
and a number of nodes in each layer can lead to slow
convergence or high computational power demands.

The task of the network is to make a decision, whether
the car should turn left, right or stay in the same lane. That
decision is represented with a column vector consisting of
three numbers that represent probabilities for each action.
Softmax is our activation function which helps the network
achieve this by squashing the outputs of each unit to be in
the interval [0, 1], and also dividing each output such that the
total sum of the outputs is equal to 1.

IV. SYSTEM IMPLEMENTATION

The system is distributed in two main components: the
React.js application that implements the environment and a
Flask web application that implements the neural network
model. They communicate over HyperText Transfer Protocol
(HTTP).

Network Architecture

The architecture of a network [4] used for training the
self-driving agent is determined by a numerical experiment
through a large number of simulations and it is shown in Fig.
2. The implemented network consists of three layers: an input
layer with 6 neurons, a hidden layer with 4 neurons and an
output layer with 3 neurons. The input layer does not have an
activation function or more precisely, the activation function
of the input layer is the identity function. The activation
function used in the hidden layer is the ReLU.

Fig. 2. Network architecture

Environment

The environment (Fig. 1) is represented through the Re-
act.js application. It is divided into three main components:
highway environment, settings panel, and results pane.

The highway environment is represented through Hyper-
Text Markup Language (HTML) canvas. It consists of traffic
lanes, passing cars and the controlled car. Traffic movement
and canvas dynamics are managed using the p5.js library.
Passing cars are spawned at the top of the screen and are

moving with the constant speed relative to each other. The
controlled car’s sensor zones are displayed around him with
a transparent background color. If a passing car is detected
in any of the zones, the transparency is reduced and the
color becomes more solid which indicates that the sensor is
active. This is useful when collecting training data because
the user can see the boundaries of the agent’s “vision” and
drive accordingly. The settings panel is used for changing
the parameters of the environment. It is divided into three
sections: environment, traffic, movement and agent settings.
In the environment section, the user can change the number
of traffic lanes in range of 4 to 10. In the traffic section,
the car creation interval and the number of cars spawned on
each interval can be modified. The maximum speed of the
controlled car can be changed in the movement section and
visibility of the sensor zones can be toggled in the agent
subsection. Next to the agent label, the connection status
with the backend application is displayed. Ability to change
the parameters enables the option to change the “difficulty”,
or the complexity, of the environment.

In the results pane, the current speed of the car, average
speed and the number of passing cars are displayed. That is
the direct indicator of how well the agent is controlling the
car. Below the results pane, there is a canvas that holds the
figure of the neural network model. According to the outputs
of each layer calculated in the forward pass, the nodes and
the connection lines are shaded.

Collecting the Data: In manual mode, the user can control
the car using the arrows keys and data is collected that way.
The data is represented as a list of 6 numbers, a snapshot
that contains information gathered from the sensors. Three
of those six numbers represent a distance from the nearest
car that is in the green zone of one of three sensors. In
order to normalize input data, each distance is divided by
the maximum distance, the green zone length, which ensures
that those numbers are in interval [0, 1]. The other three
numbers are boolean values, 0 or 1, which only indicate the
presence of a car in the red zone of that sensor. Apart from
the snapshot, a label that represents the user’s decision is also
collected in the form of a whole number between -1 and 1
(-1 for left, 0 for forward and 1 for right) and is pushed to
the list. So the final result is a list of 7 numbers. The result
is then added to the list of collected data that represents the
dataset for training the model.

Training the Model: The model is created using the
following code:

1 model = Model([[6], [4, "relu"], [3,
"softmax"]],
loss_function='cross_entropy',
learning_rate=0.001)

↪→

↪→

↪→

After the model is initialized, training examples and labels
are extracted from the saved .csv dataset and passed as
arguments for training the model.
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1 model.train("gradient_descent",
inputs=np.array(inputs),
labels=np.array(labels), epochs=500,
batch_size=1)

↪→

↪→

↪→

Each input argument, such as learning rate, batch size or a
number of epochs, has an impact on the time spent training
and the quality of the results. The main goal is to find the
best proportion of those two factors.

One epoch represents only one forward and backward
pass of the dataset through the network. In every epoch,
weights and biases are changed and adjusted. One pass leads
to underfitting the curve in gradient descent algorithm, so
more epochs are needed in order to achieve better results.
On the other hand, too many epochs lead to a big increase
in time spent training and overfitting the curve. It has been
determined experimentally that the most satisfying number
of epochs for this problem is 1000.

In case that the dataset is too big, data is separated into
batches. Using this technique, the data can be passed in
smaller groups, achieving faster training time, and having
more training examples in each update of parameters. Be-
cause the self-driving dataset is not too big, the chosen batch
size is 1, which means that only one training example is used
for each parameter adjustment.

Agent Controlling the Car: After training the model and
starting the Flask web service holding the network, the user
can turn on the auto mode. In auto mode, the car is controlled
by the agent. The current state of sensors and the name of the
trained model are sent to the Flask web service every 500ms
through an HTTP request. The input data is passed to the
trained model. The model makes a prediction based on the
passed data and the response is generated and sent back to
the agent. The response comes in the form of a probability
distribution vector. The index of the element in the vector
that has the highest probability represents the action that the
agent should make. The agent then moves the car based on
the parsed prediction.

Each time the agent gets stuck in the traffic, the user
is able to move the controlled car and correct the agent’s
decision. Correcting the agent means switching to manual
mode. Each correction is saved in a list. Then, the user is
able to download saved corrections in the form of a new
dataset, add them to the initial dataset and to refine the
agent’s decision making by retraining the model.

Because it is expected that the controlled car has a built-
in safety system, the acceleration and braking are performed
automatically. When the front sensor detects that a car has
entered the safety zone, it triggers the braking system and the
controlled car starts to decelerate in proportion to the distance
from the facing car and the current speed. If there are no
detected cars in the facing line, the controlled car starts to
accelerate in proportion to the current speed until it reaches
the maximum speed of N km/h. N takes the maximum speed
out of a set 80, 120, 160 km/h.

V. SIMULATION RESULTS

This section presents the results of training the model,
testing the agent’s behaviour and comparison to the user’s
behaviour.

Model Training

The accuracy of the model represents how good the pre-
dictions that the model makes according to the given dataset
are. It is calculated by comparing the received results from
the model and expected results from the dataset represented
in percentages.

Using the network architecture and training parameters
explained in Section IV, the calculated accuracy over the
training dataset is 95% and the calculated accuracy over
the test dataset is 85%. Each training parameter affects the
accuracy of the model. With an increased number of epochs,
the accuracy may stay the same, but the time spent training
increases. After the successful training, the obtained results
are following.

(a) Accuracy of the model for training dataset

(b) Accuracy of the model for test dataset

Fig. 3. Accuracy of the model

Fig. 3a presents the accuracy of the model for training
dataset and it can be noticed that the accuracy score rises
from 20% to 95% within first 1000 epochs, and stays stable
until the end of the training. Fig. 3b presents the accuracy
of the model for test dataset and it can be noticed that the
accuracy score rises from 10% to 85% within first 1000
epochs, and stays stable until the end of the training.

It is expected that the accuracy for test dataset is not as
good as the accuracy for training dataset, but still test results
are very satisfying.
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Agent’s behaviour based on a quality of the dataset

Clear information about lane changing, means positioning
the agent in a good spot for evading the incoming car without
hitting the safety (red) zone. A good dataset does not need
to have a lot of examples, it needs to have a clear set of
instructions and cover most typical scenarios making sure
that it contains a balanced number of labeled decisions. It
is not good if any of the three decisions is dominant in the
dataset.

Training is considered not adequate if the user does not
give clear information about his actions and many decisions
with similar, or same, inputs are in contradiction, which
makes the model disorientated and not able to move in
the right direction. Even though the accuracy of the trained
model is at a high percentage, the agent still acts disoriented
and makes wrong turns, often getting stuck in the traffic.

Users vs Agent driving

Simulation experiment is based on three main drivers
categories. First experienced user, then inexperienced user
and finally, trained agent. First two categories covers manual
driving with ten different participants in both categories and
averaging their results. Different scenarios were tested with
various maximal speeds of car, number of lanes, number of
cars spawning and car spawning speed. Results of simulation
are presented by total distance that car could pass in 30
minutes. Three representative results are presented in Fig.
4. Maximal speed was 120km/h, five lanes, one spawning
car with all spawning speeds modes. From this figure, it is
clear that in most cases after 30 minutes of simulation, agent
approach shows the best behaviour that is maximal elapsed
distance.

VI. CONCLUSION

Multilayer Perceptron Model and supervised learning
paradigm used in this paper present one possible approach
for training the model to autonomously drive itself trough
traffic jams. The aim of this project was to achieve successful
autonomous driving in a highway traffic jam in terms of
maximizing elapsed distance in traffic by maximizing the
average speed of the car.

After network’s parameters estimation and training the
model, agent’s behaviour was tested in simulations. Although
this solution does not ensure that the vehicle is completely
autonomous, obtained training results have proved satisfying
on a tested system in terms of getting out of the traffic jam
as fast as possible.

In the future work, we will be focused on a new approach
that will allow us to generate realistic camera image for
simulation directly using sensor data collected by a self-
driving car.
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Fig. 4. Simulation results for three different scenarios. Maximal
speed 120km/h, five lanes, one spawning car with spawning

speeds modes: slow (upper figure), normal (middle figure) and
fast (bottom figure).
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Abstract—In this paper a robust block linear prediction 
(RBLP) method for autoregression (AR) model parameter 
estimation of speech signal is considered. The considered method 
consists of two separate iterative steps which are described in 
detail. The method is tested on both synthesized and natural 
human speech in the presence of outliers and additive 
measurement noise. A comparative analysis of the RBLP method 
and the conventional linear prediction method shows that the 
robust method gives results which are less biased and have a 
smaller variance.  

 
Index Terms—AR model, outliers, RBLP, estimation, speech. 

 

I. INTRODUCTION 

Statistical signal processing is frequently based on the 
assumption of a priori known probability data distribution, 
stationarity, linearity as well as independence of stochastic 
processes [1]. In most engineering problems, real system 
model parameter estimation methods assume that stochastic 
processes have Gaussian distribution, which is, in most cases, 
justified. The assumption of Gaussian distribution allows for a 
straightforward implementation of optimal estimators. On the 
other hand, in the case of large realizations of stochastic 
perturbations, as well as non-Gaussian additive measurement 
noise, the assumption is not justified. Optimal estimation 
methods based on the assumption of Gaussian distribution are 
extremely sensitive to deviations from the assumed Gaussian 
distribution, where, in some cases, even a small deviation 
from the assumed distribution results in significant 
deterioration in estimator performance. 

Even though in many cases, the Gaussian distribution is 
justified, there are many situations where it has been 
determined that the actual data distribution is far from 
Gaussian. One of the main reasons for the distribution 
deviations are the impulse perturbations, i.e. outliers. 

As it can be seen in [2], outliers can be found in various 
areas, such as image processing, speech signal processing, 
sensor networks, medicine, industry, etc. Because of the 
prevalence of outliers in different areas, outlier detection and 
 
 

Ana Lazović is a PhD student at the School of Electrical Engineering, 
University of Belgrade, 73 Bulevar kralja Aleksandra, 11020 Belgrade, Serbia 
(e-mail: analazovic1995@gmail.com). 

Mihailo Bjekić is a PhD student at the School of Electrical Engineering, 
University of Belgrade, 73 Bulevar kralja Aleksandra, 11020 Belgrade, Serbia 
(e-mail: mihailobjekic@gmail.com). 

Aleksandra Marjanović is with the School of Electrical Engineering, 
University of Belgrade, 73 Bulevar kralja Aleksandra, 11020 Belgrade, Serbia 
(e-mail: amarjanovic@etf.bg.ac.rs). 

elimination are of great importance. 
Based on the fact that the conventional linear prediction 

(CLP) methods assume the Gaussian distribution of the 
residuals, CLP methods assign equal weights to all residuals 
[3]. If the residual distribution varies from the Gaussian 
distribution, the results of the CLP methods may be inaccurate 
with both a large bias and variance. Due to the unsatisfactory 
results, robustification must be performed. 

There are two different approaches to estimator 
robustification, the diagnostic approach and statistically robust 
approach [4]. Diagnostic approach detects outliers and replaces 
them using classical parameter estimation, as discussed in [5]. 
The statistically robust approach uses the entire dataset and 
bounds the influence of outliers using influence functions. 

In this paper, robust estimation of autoregression (AR) model of 
speech signal is discussed. Due to the impulse-type quasiperiodic 
excitation of the vocal tract, distribution of the residuals varies 
from the Gaussian distribution. This variation from the Gaussian 
distribution is considered to be a result of the presence of outliers, 
so the performance of CLP methods decreases. 

Robust parameter estimation techniques are efficient even 
without the a priori known statistical characteristics of the 
perturbations in the system [6]. Robust estimation techniques 
are less sensitive to the presence of impulse perturbations in 
the system, that is, robust estimation techniques enable outlier 
detection in the signal and its elimination. 

Specific application of outlier detection in AR parameter 
estimation of speech signal can be found in [7], where a 
voice-based Parkinson’s disease detection is considered. 

In this paper, robust block linear prediction (RBLP) method 
for an AR parameter estimation of speech signal, described in 
detail in [8], is analyzed. The algorithm in [8] is improved, 
especially the second step of the algorithm. The outliers 
considered in [8] originate only from the impulse-type 
quasiperiodic excitation, whereas, in this paper, outliers 
originating from the measurement errors, also referred to as 
additive outliers (AO) [4], will be analyzed. The effects of 
measurement noise, as well as the effects of different types of 
nonlinearities are considered. The RBLP method will be 
tested on both synthesized and natural voiced signals in the 
presence of additive measurement noise. 

II. ESTIMATION PROBLEM 

The AR model of the speech signal [9], considered in this 
paper, shown in the Fig. 1, is given in the form: 
 

 𝐸(𝑧)𝐺(𝑧)𝑉(𝑧)𝐿(𝑧) =
ா(௭)

஺(௭)
= 𝑆(𝑧), (1) 
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where 𝐸(𝑧) is the 𝑧 transform of the excitation of the glottal 
tract, 𝐺(𝑧) is the transfer function of the glottal tract, 𝑉(𝑧) is 
the transfer function of the vocal tract and 𝐿(𝑧) is the transfer 
function of the radiation on the lips. Combined transfer 
function of 𝐺(𝑧)𝑉(𝑧)𝐿(𝑧) can be represented as an inverse 
filter given by: 
 

 𝐴(𝑧) =
ଵ

ீ(௭)௏(௭)௅(௭)
. (2) 

 
Fig. 1.  A linear model of the speech production system. 
 

In this paper, two impulse-type quasiperiodic excitations of 
the AR model, shown in the Fig. 2, are considered. First type 
of excitation is the train of Dirac pulses, while the second type 
of excitation is the twice differentiated Strube’s glottal wave 
[10], which is a more accurate representation of the speech 
signal excitation. Both excitations are normalized and periodic 
with the period equal to the fundamental period of speech. 

 
Fig. 2.  Impulse-type quasiperiodic excitation of the AR speech model with 
the fundamental period of 8 ms with the sampling frequency of 10 kHz: a) 
Dirac pulse train; b) twice differentiated Strube’s glottal wave. 
 

AR model of the speech signal of the 𝑝-th order, in the time 
domain, is given by (3). 
 
 𝑠(𝑛) + ∑ 𝑎௜𝑠(𝑛 − 𝑖)

௣
௜ୀଵ = 𝑒(𝑛) (3) 

 
In the case of the 𝑁 + 𝑝 known speech signal samples 𝑠(𝑛), 

(3) can be rewritten in the matrix form: 
 
 𝑆 = 𝐻𝜃 + 𝐸, (4) 

 
where 𝑆 is a vector of the speech signal samples with the 
length of 𝑁, 𝜃 is a vector of coefficients 𝑎௜ of the AR model 
with the length of 𝑝, 𝐸 is a vector of excitation samples 𝑒(𝑘) 
with the length of 𝑁 and 𝐻 is a matrix of speech signal 
observations with the dimensions 𝑁 × 𝑝. 
 

 𝑆୘ = [𝑠(𝑘 + 1) 𝑠(𝑘 + 2) … 𝑠(𝑘 + 𝑁)] (5) 

 𝜃୘ = ൣ𝑎ଵ 𝑎ଶ … 𝑎௣൧ (6) 

 𝐸୘ = [𝑒(𝑘 + 1) 𝑒(𝑘 + 2) … 𝑒(𝑘 + 𝑁)] (7) 

 𝐻 = ൦

−𝑠(𝑘) ⋯ −𝑠(𝑘 + 1 − 𝑝)
−𝑠(𝑘 + 1) ⋯ −𝑠(𝑘 + 2 − 𝑝)

⋮ ⋱ ⋮
−𝑠(𝑘 + 𝑁 − 1) ⋯ −𝑠(𝑘 + 𝑁 − 𝑝)

൪ (8) 

 
One of the CLP methods for speech parameter estimation is 

the least-squares (LSQ) method [8]. In the presence of 
outliers, LSQ method does not give satisfactory results. The 
reason for decreased performance of the LSQ method lies in 
the fact that the LSQ method is based on the assumption of 
the Gaussian data distribution and assigns equal weights to all 
samples including outliers. For the purpose of overcoming the 
problems that the LSQ method encounters, robustification is 
proposed. 

III. RBLP METHOD 

One of the robust estimators used for estimating AR model 
parameter coefficients is the approximate maximum 
likelihood estimator, shortly M-estimator [10]. M-estimators 
are based on the approximation of the unknown probability 
density function, and its corresponding nonlinear score 
function, which reduces the effects of outliers. 

The minimization problem whose solution is a robust 
M-estimation of the parameter vector 𝜃 is defined by: 
 

 𝐽ே൫𝜃෠൯ = ∑ 𝜌 ൤
௦೔ି௛೔

೅ఏ෡

ௗ
൨ே

௜ୀଵ , (9) 

 
where 𝑠௜ is the 𝑖-th element of 𝑆, ℎ௜ is the 𝑖-th row of 𝐻, 𝑁 is 
the dimension of 𝑆, 𝑑 is the scaling factor and 𝜌 is the 
nonlinear score function [8]. 

The minimization problem can be reformulated into: 
 

∑
ଵ

ௗ
ℎ௜௝ ൤

௦೔ି௛೔
೅ఏ෡

ௗ
൨ே

௜ୀଵ = 0,           𝑗 = 1, … , 𝑝, (10) 

 
where ℎ௜௝ is the element in the 𝑖-th row and the 𝑗-th column of 
𝐻, and  is the influence function (∙) = 𝜌ᇱ(∙). 

In this paper, a non-recursive RBLP method for AR 
parameter estimation is considered [8]. The proposed RBLP 
method starts from the estimates obtained using one of the 
CLP methods, such as the LSQ method, and further consists 
of two separate iterative steps. 

A. Dutter algorithm 

The first step of the non-recursive RBLP is based on  
M-estimation [10]. The used nonlinear score function is 
Huber’s score function: 
 

 𝜌(𝑥) = ቐ

௫మ

ଶ
, |𝑥| ≤ 𝑘

𝑘|𝑥| −
௞మ

ଶ
, |𝑥| > 𝑘

, (11) 

AUI 2.1.2



 

where 𝑘 ensures the desired efficiency in the case of nominal 
Gaussian distribution. The appropriate influence function is 
given by: 
 

 (x) = ൜
𝑥, |𝑥| ≤ 𝑘

𝑘 sign(𝑥), |𝑥| > 𝑘
 . (12) 

 
Because the solution of the system (10) cannot be obtained 

in the closed form, Dutter iterative procedure is used [10]. For 
the initial guess 𝜃଴ of the unknown vector 𝜃, result of the LSQ 
algorithm is used, while the initial scaling factor 𝑑଴ is 
obtained by (13). 
 

 𝑑଴ = median ቀ
|௦೔ି୫ୣୢ୧ୟ୬(௦೔)|

଴.଺଻ସହ
ቁ (13) 

 
Dutter iterative method consists of several steps: 
Step 1: Calculation of the nonnormalized residual: 
 

 𝑛௜൫𝜃෠଴൯ = 𝑠(𝑖) − ℎ௜
்𝜃෠଴. (14) 

 
Step 2: Calculation of a new estimation of the scaling factor 

𝑑ଵ: 
 

 𝑑ଵ
ଶ =

ଵ

(ேି௣)ா{మ(௭)}
∑ 𝑑଴

ଶଶ[𝜀௜(𝜃෠଴)]ே
௜ୀଵ , (15) 

 
where the normalized residual is given by: 
 

 𝜀௜൫𝜃෠଴൯ =
௡೔(ఏ෡బ)

ௗబ
, (16) 

 
and 𝐸{ଶ(𝑧)} is the mathematical expectation for the standard 
normal random variable: 
 

 𝐸{ଶ(𝑧)} = ∫ ଶ(𝑧)𝑝(𝑧)𝑑𝑧
ஶ

ିஶ
, (17) 

 
where 𝑝(𝑧) is the probability density function of the standard 
Gaussian random variable 𝑧 (𝑁(0,1)). For the adopted 
parameter 𝑘 = 1.5, (17) results in 0.7785. 

Step 3: Residual Windsorization: 
 

 Δ௜ = ൞

𝑛௜൫𝜃෠଴൯, |𝜀௜൫𝜃෠଴൯| ≤ 𝑘

𝑘𝑑ଵ, 𝜀௜൫𝜃෠଴൯ > 𝑘

−𝑘𝑑ଵ, 𝜀௜൫𝜃෠଴൯ < 𝑘

. (18) 

 
Step 4: Calculation of the regression coefficients 𝜃 using 

LSQ estimation: 
 
 Δ𝜃 = [𝐻୘𝐻]ିଵ𝐻୘𝜓௩;  

௩
= {Δଵ, … , Δே}. (19) 

 
Step 5: Update of the estimation of the parameter 𝜃: 

 
 𝜃෠ଵ = 𝜃෠଴ + 𝑞Δ𝜃, (20) 

 
 

where 𝑞 is the correction factor defined by: 
 

 𝑞 = min ቂ
ଵ

ଶ ௘௥௙(௞)
, 1.9ቃ. (21) 

 
Step 6: Repetition of the steps 1-5 with the new estimations 

𝜃෠ଵ i 𝑑ଵ as the initial guesses until the fulfillment of the 
termination conditions: 
 

 ቚ𝜃෠ଵ 
(௠)

− 𝜃෠଴
(௠)

ቚ < 𝜂 ቚ𝜃෠଴
(௠)

ቚ, (22) 

 |𝑑ଵ − 𝑑଴| < 𝜂 ቚ𝜃෠଴
(௠)

ቚ, (23) 

 
where 𝜂 > 0 is a conveniently chosen small number and 𝜃෠(௠) 

is the 𝑚-th element of the vector 𝜃෠. 

B. Weighted Least Squares Algorithm 

The second step of the RBLP method, considered in [8], is 
the Weighted Least Squares Algorithm (WLSQ). The 
estimations obtained by the Dutter algorithm are used as the 
initial guesses for the iterative WLSQ algorithm, which 
further reduces the effects of outliers. 

In this paper an improvement of the WLSQ algorithm, 
given in [8], is presented. 

The minimization problem (10), in the case of the WLSQ 
algorithm, is given in the form:  
 
 ∑ ℎ௜௝𝑤௜଴൫𝑠(𝑖) − ℎ௜

୘𝜃෠൯ே
௜ୀଵ ≈ 0; 𝑗 = 1,2, … , 𝑝 , (24) 

 
where coefficients 𝑤௜଴ are given by: 
 

 𝑤௜଴ =

⎩
⎪
⎨

⎪
⎧ቆ

ೞ(೔)ష೓೔
౐ഇ෡బ

೏బ
ቇ

ೞ(೔)ష೓೔
౐ഇ෡బ

೏బ

, 𝑠(𝑖) ≠ ℎ௜
୘𝜃෠଴

1, 𝑠(𝑖) = ℎ௜
୘𝜃෠଴

, (25) 

 
where 𝜃෠଴ and 𝑑଴ are the initial estimations obtained using the 
Dutter algorithm. 

Matrix notation of the system is given by: 
 
 𝑊଴ = 𝑑𝑖𝑎𝑔{𝑤ଵ଴, … , 𝑤ே଴}; 𝑆୘ = {𝑠(1), … , 𝑠(𝑁)}. (26) 

 
The new estimation of the vector of parameters 𝜃෠ is 

calculated using: 
 
 𝜃෠ = (𝐻୘𝑊଴𝐻)ିଵ𝐻୘𝑊଴𝑆. (27) 

 
The WLSQ algorithm is repeated using the new estimation 

𝜃෠ as the initial guess for the vector parameter 𝜃. The scaling 
factor 𝑑଴ changes with each iteration, and its new value is 
calculated using (15) with an appropriate 𝐸{ଶ(𝑧)}, which is 
the main improvement of the algorithm given in [8] The 
algorithm is repeated until the terminal condition (22) is 
satisfied. 
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The influence functions that can be used in this step of the 
RBLP algorithm are either Andrews (28) or Tukey (29) 
nonlinearity [10]. The influence functions are shown in Fig. 3. 
 

 (𝑥) = ൜
sin(𝑥/𝑎), |𝑥| < 𝑎𝜋

0, |𝑥| > 𝑎𝜋
 , 𝑎 ∈ [0.45 0.65] (28) 

 (𝑥) = ൜
𝑥(1 − (𝑥/𝑎)ଶ), |𝑥| < 𝑎

0, |𝑥| > 𝑎
 , 𝑎 ∈ [1.5 2] (29) 

 
The influence functions (28) and (29) can lead to 

divergence of the algorithm because of their non-convexity. 
By limiting the number of the iterations of the WLSQ 
algorithm to only a few, the problem of the non-convex 
influence functions can be overcome, while the quality of the 
estimation does not deteriorate. 

 
Fig. 3.  Nonlinear influence functions (∙): a) Andrews nonlinearity; b) 
Tukey nonlinearity. 
 

IV. RESULTS AND DISCUSSION 

In this paper, the RBLP method is tested on both 
synthesized and natural voiced signal “a” in the presence of 
additive measurement noise. For the purpose of testing the 
RBLP method, estimations of the AR model parameters are 
obtained by performing both a CLP method and the RBLP 
method at the sliding rectangular window with the length of 
256 samples. 

In the second step of the RBLP method, Andrews 
nonlinearity, with the parameter 𝑎 = 0.5 and 
𝐸{ଶ(𝑧)} = 0.5617, is used, while the number of iterations is 
limited to four iterations. 

A. Synthesized vowel “a” 

The considered AR model of the order 𝑝 = 8 is the same as 
in [8], with the parameters: 𝑎ଵ = −2.22, 𝑎ଶ = 2.89, 
𝑎ଷ = −3.08, 𝑎ସ = 3.27, 𝑎ହ = −2.77, 𝑎଺ = 2.35, 𝑎଻ = −1.7 
and 𝑎଼ = 0.75. The excitation of the AR model is described 
in detail in the second section. The output of the AR model is 
noised by additive Gaussian noise 𝑁(0,0.0002) and 
contaminated with outliers. One of the most common types of 
outliers in time series, such as the speech signal, are the AO 
[11], which are the type of outliers used in this model. The 
outliers are generated as a random variable with the Gaussian 
distribution 𝑁(0,0.02) with the probability of occurrence of 
5% [4]. 

In the Fig. 4, results of the RBLP method for parameter 𝑎ଵ, 
performed on noised and non-noised synthesized vowel “a”, 
in the case of train of Dirac pulses excitation (Fig. 2(a)), are 
shown. 

 
Fig. 4.  Comparative analysis of the CLP and the RBLP methods performed 
on synthesized vowel “a”, parameter 𝑎ଵ estimates for: a) non-noised b) noised 
train of Dirac pulses excitation. 

 

In the Fig. 4(a) the results of the RBLP method without 
both additive Gaussian noise and outliers, are shown. For 
signals as simple as this, it can be seen that the first step of the 
RBLP method gives satisfactory results that are both unbiased 
and insensitive to the position of the sliding window, unlike 
the results of the LSQ algorithm. In the Fig. 4(b) the same 
type of excitation is used, but in the presence of both additive 
Gaussian noise and outliers. In the presence of noise and 
outliers, the importance of the second step of the RBLP 
method can be seen. The WLSQ algorithm ensures an 
unbiased estimation with a smaller variance than the first step 
of the RBLP method. 

In the Fig. 5 the results of the RBLP method for the 
parameter 𝑎ଵ, in the case of an excitation that is twice 
differentiated Strube’s glottal wave (Fig. 2(b)), are shown. 

 
Fig. 5.  Comparative analysis of the CLP and the RBLP methods performed 
on synthesized vowel “a”, parameter 𝑎ଵ estimates for: a) non-noised b) noised 
twice differentiated Strube’s glottal wave excitation. 

 

When there is no noise nor outliers (Fig. 5(a)), in the 
contrast to the case when the excitation is the train of Dirac 
pulses (Fig. 4(a)), the first step of the RBLP method does not 
give good enough results. The unsatisfactory results of the 
Dutter method, which reflect in the presence of a large bias in 
the parameter estimation, are improved using the WLSQ 
algorithm, whose results are the same as in (Fig. 4(a)). In the 
presence of noise and outliers (Fig. 5(b)) the variance of the 

-a a

1

a)

-a a

0.3849a

b)
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estimation of the parameters is bigger than in the previous 
case, while the estimation is still unbiased. 

In the Fig. 6 the results of the RBLP method, for the twice 
differentiated Strube’s glottal wave excitation, with noise, for 
both constant and variable scaling factor 𝑑 in the WLSQ 
algorithm, are shown. It can be seen that the result of the 
RBLP algorithm with variable scaling factor has both smaller 
variance and bias, which is the main improvement of the 
algorithm in [8]. 

 
Fig. 6.  Comparative analysis of the RBLP with constant and variable scaling 
factor in the second step of the algorithm. 
 

B. Natural human spoken vowel “a” 

The algorithm was tested on the natural human spoken 
vowel “a” which was recorded with the sampling frequency of 
10 kHz and filtered with a low-pass filter with the cut-off 
frequency of 4 kHz. Because the exact values of the 
parameters of the AR model are not a priori known, for the 
reference values an estimation provided by the CLP method, 
performed on the sliding window with the length shorter than 
the fundamental period, is adopted [8]. When the sliding 
window for the CLP method does not contain the part of the 
signal originating from the excitation, the estimation is 
considered unbiased. For the length of the sliding window of 
the CLP method, 37 samples are adopted, as the fundamental 
period of the test signal is 47 samples. The adopted order of 
the AR model is 𝑝 = 8. 

The filtered signal is given in Fig. 7(a), while the estimates 
for the parameter 𝑎ଵ are given in Fig. 7(b). For the reference 
values of the parameter 𝑎ଵ, results of the CLP method, with a 
shorter window length, when there is no effect of the impulse 
type excitation, are adopted. In the Fig. 7(b), there is no effect 
of the impulse type excitation when the CLP estimates are at 
their higher values.  

 
Fig. 7.  Comparative analysis of the CLP and the RBLP methods performed 
on natural human spoken vowel “a”: a) Filtered spoken vowel “a”; b) 𝑎ଵ 
parameter estimates for the CLP and the RBLP methods. 

It can be seen that the estimates provided by the Dutter 
algorithm are less biased than the starting LSQ estimates, while 
the WLSQ algorithm gives significantly less biased estimates. 

V. CONCLUSION 

In this paper, an improvement to the RBLP algorithm, 
described in detail in [8], has been proposed. The main 
improvement of the algorithm is in the second step, the WLSQ 
algorithm, where it is proposed that the scaling factor changes 
with each iteration. The experimental results given in [8] have 
been confirmed. The algorithm has also been tested to the 
presence of the additive measurement noise as well as outliers, 
and it has been shown that the RBLP method is much more 
robust than the CLP methods. In the case of the natural human 
speech, the results of the RBLP method have a significantly 
smaller bias than the results of the CLP methods. Overall, the 
RBLP method proves to be much better for estimating the AR 
model parameters of the speech signal for both synthetized and 
natural human speech in the presence of outliers. 
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1 

Abstract—The nonlinear feedback control system applied to the 

direct current - DC motor is proposed in this research. Nonlinear 

mathematical model has been obtained using dead zone, Coulomb 

and viscous friction. The system stability has been analyzed using 

Lyapunov stability theory. The effectiveness and the comparison 

of the performance between linear and nonlinear control 

algorithm have been validated using Matlab/Simulink software. 

From the conclusions, based on the simulation and experimental 

results that have been provided, it is easy to see that nonlinear 

control systems are more suitable and have a better reach for 

controlling position. The validity of using feedback linearization 

in DC motors has been proven. 

 

Index Terms—feedback linearization; nonlinear systems; 

nonlinear control; identification  

 

I. INTRODUCTION 

Position control in a direct current motor (DC) has been one 

of the most fundamental and challenging tasks, that has been 

largely studied for decades. Many studies have been done to 

model electrical machines. For example, serial DC motor has 

often been modeled as linear object. On the other hand, models 

in which motor current or flux are found as essential parameters 

are considered to be nonlinear [1]. This paper presents the 

design and implementation concerning both, linear and 

nonlinear models for the system. They are obtained for 

identification and control purposes. The major nonlinearities in 

the system, such as Coulomb friction and dead zone, are 

investigated and integrated in the nonlinear model [2].  

In the different types of application accurate control of position 

in DC machines is a great challenge for engineers. Disparate 

controllers have been proposed to lead the position of DC 

machines into the desired value. For example Proportional-

Integral-Derivative (PID) controller is a popular controller in 

industries due to simple structure, low cost and easy to 

implement. It provides reliable performance for the system if 

PID parameter is identified properly. But it suffers due to lack 

of robustness [1]. The linear approximation, of the nonlinear 

state space representation of the series DC motor,  
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around the equilibrium point and PI controller design the 

tracking performance is deteriorated in the periods in which the 

speed is reduced. This is due to the fact that the input signal 

u(𝑡) is limited to a minimum of 0 [V]. That is, in this condition 

the motor is actually operating in open loop [3]. 

Besides linear, there are plenty of nonlinear controllers: the 

fuzzy logic and genetic – based new fuzzy models [4], artificial 

neural networks [5], adaptive control technique [6], and others. 

It is important to make this comparison to find out under 

what conditions a technique presents a superior performance 

over the other one and thus have the certainty when it is useful 

to implement nonlinear controllers, which have greater 

complexity [7]. 

Modelling a nonlinearity is often a very complicated 

challenge. One of the first steps in the synthesis of a control 

system is to create a mathematical model, because it saves time 

and it brings the cost-effectiveness. 

The main objective of this research is the development and 

later implementation of a nonlinear control system, by the 

feedback linearization method, for a laboratory installed DC 

motor, SRV02 Rotary Servo Base Unit, which has been 

considered as a single-input-single-output (SISO) system.  

Feedback linearization is an approach to nonlinear control 

design which has attracted a great deal of research interest in 

recent years. By a combination of a nonlinear transformation 

and state feedback (feedback linearization), the nonlinear 

control design is reduced to designing a linear control law [8]. 

The central idea of the approach is to algebraically transform a 

nonlinear system dynamics into a (fully or partly) linear one, so 

that linear control techniques can be applied. This differs 

entirely from conventional linearization in that feedback 

linearization is achieved by exact state transformations and 

feedback, rather than by linear approximations of the dynamics 

[9]. This technique has been successfully implemented in many 

applications of control, such as industrial robots, high 

performance aircraft, helicopters and biomedical dispositifs, 

more tasks used the methodology are being now well advanced 

in industry [10].  

II. LINEAR MODEL OF SYSTEM DYNAMICS 

Constructing an accurate model is a pivotal stage in practical 

control problems. An appropriately developed system model is 

essential for reliability of the designed control. A DC series 

motor is an example of a simple, controlled process that can 

serve as a vehicle for the evaluation of the performance of the 

various controllers [4]. 

A schematic diagram of the DC motor is given in Fig. 1. 
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Fig. 1. SRV02 DC motor armature circuit and gain train [11] 

 

The equations that describe the motor electrical components 

are as follows:  

 

 𝑉𝑚(𝑡) = 𝑅𝑚𝐼𝑚(𝑡) + 𝐿𝑚

𝑑𝐼𝑚(𝑡)

𝑑𝑡
+ 𝑒𝑏(𝑡)   (1) 

 

 𝑒𝑏(𝑡) = 𝑘𝑚𝜔𝑚(𝑡)   (2) 

 

where 𝑉𝑚  , 𝑒𝑏 ,  𝑘𝑚 and 𝜔𝑚 are motor voltage, back 

electromotive voltage, back electromotive voltage constant and 

speed of the motor shaft, respectively. Since the motor 

inductance 𝐿𝑚 is much less than its resistance 𝑅𝑚 , it can be 

ignored [11]. Solving the system of equations for motor 

current 𝐼𝑚 , we get an electrical equation of DC motor: 

 

 𝐼𝑚(𝑡) =
𝑉𝑚(𝑡) − 𝑘𝑚𝜔𝑚(𝑡)

𝑅𝑚

.   (3) 

 

The linear model can be obtained using the Second Newton’s 

Law of Motion and connection between moment of inertia of 

the load 𝐽𝑙 and of the motor shaft 𝐽𝑚, speed of the load shaft 𝜔𝑙, 

viscous friction acting on the motor shaft 𝐵𝑚 and on the load 

shaft 𝐵𝑙 ,  total torque applied on the load 𝜏𝑙 and on the motor 

𝜏𝑚, with resulting torque acting on the motor shaft from the 

load torque denoted as 𝜏𝑚𝑙:    

 

 𝐽𝑙

𝑑𝜔𝑙(𝑡)

𝑑𝑡
+ 𝐵𝑙𝜔𝑙(𝑡) = 𝜏𝑙(𝑡)   (4) 

 

 𝐽𝑚

𝑑𝜔𝑚(𝑡)

𝑑𝑡
+ 𝐵𝑚𝜔𝑚(𝑡)  + 𝜏𝑚𝑙(𝑡)  = 𝜏𝑚(𝑡)   (5) 

 

so the mechanical equation is: 

 

 𝐽𝑒𝑞

𝑑𝜔𝑙(𝑡)

𝑑𝑡
+ 𝐵𝑒𝑞𝜔𝑙(𝑡) = 𝜂𝑔𝐾𝑔𝜏𝑚(𝑡)   (6) 

   

 

where  𝐽𝑒𝑞 and 𝐵𝑒𝑞  are total moment of inertia and damping 

term. 𝜂𝑔  and 𝐾𝑔 are, respectively, the gearbox efficiency and 

the total gear ratio. 

Combining electrical and mechanical equations, assuming 

that motor torque is proportional to the voltage, the final 

equation becomes: 

 

 (
𝑑

𝑑𝑡
𝜔𝑙(𝑡)) 𝐽𝑒𝑞 + 𝐵𝑒𝑞,𝑣𝜔𝑙(𝑡) = 𝐴𝑚𝑉𝑚(𝑡)   (7) 

 

where the equivalent damping term is given by: 

  

 
𝐵𝑒𝑞,𝑣 =  

𝜂𝑔𝐾𝑔
2𝜂𝑚𝑘𝑡𝑘𝑚 + 𝐵𝑒𝑞𝑅𝑚

𝑅𝑚

 

 

  (8) 

 

where the 𝜂𝑚 and 𝑘𝑡 are the motor efficiency and the current-

torque constant respectively. The actuator gain equals: 

 

 𝐴𝑚 =
𝜂𝑔𝐾𝑔𝜂𝑚𝑘𝑡

𝑅𝑚

     (9) 

 

Linear mathematical model that defines the relationship 

between voltage and angular position of the load shaft 𝜃𝑙 is: 

 

 𝐽𝑒𝑞𝜃̈𝑙(𝑡) + 𝐵𝑒𝑞,𝑣𝜃̇𝑙(𝑡) = 𝐴𝑚𝑉𝑚(𝑡). (10) 

 

Choosing 𝑦 = 𝜃𝑙 as output variable and 𝑢 = 𝑉𝑚 as input 

signal, state equation of the system is obtained as follows: 

 

 𝐽𝑒𝑞𝑦̈(𝑡) + 𝐵𝑒𝑞,𝑣𝑦̇(𝑡) = 𝐴𝑚𝑢(𝑡). (11) 

 

 

 
 

Fig. 2.  Block diagram of a linear system 

 

III. EXPERIMENTAL VERIFICATION OF THE OBTAINED LINEAR 

MATHEMATICAL MODEL 

Responses of the system represented with the block diagram 

in the Fig. 2 are shown in the Fig. 3 and Fig. 4. After recording 

the responses of the object, comparisons were made with the 

responses obtained by simulations of the linear model, for step 

and sinusoidal inputs.  

 

 
 Fig. 3.  Experimental results: comparison between real and model data for step 

input 
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 Fig. 4.  Experimental results: comparison between real and model data for 

sinusoidal input 

From this simulated example, an important conclusion can 

be drawn. Simulated linear model of the plant does not match 

well response of the real system. It is obvious that mathematical 

model of the series DC motor is nonlinear. 

IV. FEEDBACK LINEARIZATION 

In this section, the conditions for the linearizing 

transformation and nonlinear feedback allowing the DC motor 

to be controlled are outlined. Of particular interest will be the 

coordinate transformation also known as diffeomorphism, and 

the feedback law which will allow it to be accomplished. 

    Feedback linearization approach differs from the classical 

linearization (about the desired equilibrium point) in that no 

approximation is used; it is exact. Exactness, however, assumes 

perfect knowledge of the state equation and uses that 

knowledge to cancel the nonlinearities of the system. Since 

perfect knowledge of the state equation and exact mathematical 

cancellation of terms are almost impossible, the 

implementation of this approach will almost always result in a 

close-loop system, which is a perturbation of a nominal system 

whose origin is exponential stable. The validity of the method 

draws upon Lyapunov theory for perturbed systems [12] (that 

can be further studied in Chapter 9 of literature [12]). 

  Consider the single – input – single – output nonlinear SISO 

system [12]: 

 

 
𝒙̇ = 𝒇(𝒙) + 𝑔(𝒙)𝑢 

y = h(x) 
(12) 

 

where f(x), g(x) and h(x) are sufficiently smooth in a domain 

𝐷 ⊂ 𝑅𝑛 (the mapping  f : D ⟶ 𝑅𝑛 , g : D ⟶ 𝑅𝑛 are vector 

fields on D) and  𝒙̇ = [𝑥1 𝑥2 … 𝑥𝑛 ]𝑇 is a state vector. It is 

necessary to find a state feedback control 𝑢 , that transforms the 

nonlinear system into an equivalent linear system. Clearly, 

generalization of this idea is not possible in every nonlinear 

system: there must be a certain structural property that allows 

performing in such a manner of cancellation. 

Using feedback to cancel nonlinearities requires the nonlinear 

state equation to have a structure: 

   Definition [12]: 

 

 𝒙̇ = 𝑨𝒙 + 𝐵𝛾(𝒙)[𝑢 −  𝛼(𝒙)] (13) 

 

where  A is n ⨯ n and B is n ⨯ p matrix, the functions 𝛼 : 𝑅𝑛⟶ 

𝑅 𝑝, 𝛾 : 𝑅𝑛⟶ 𝑅 𝑝 ⨯ 𝑝 are defined on domain 𝐷 ⊂ 𝑅𝑛 that 

contains the origin. Furthermore, two conditions must be 

satisfied. The first one is that the pair (A, B) must be 

controllable. The second one is that γ(x) must be nonsingular 

for all x ∈ D. This is consequence of the control law form: 𝑢 =

𝛼(𝒙) +
1

𝛾(𝒙)
𝑣 that provides a new control signal 𝑣. 

   Even if the state equation does not have the structure (13), 

sometimes it is possible to execute feedback linearization for 

another choice of variables. Therefore, a more comprehensive 

definition is given [12]: 

A nonlinear system:  

 

 𝒙̇ = 𝒇(𝒙) + 𝐺(𝒙) 𝑢 (14) 

  

where f : D ⟶ 𝑅𝑛 and G : D ⟶ 𝑅𝑛 ⨯ 𝑝 are sufficiently 

smooth on a domain 𝐷 ⊂   𝑅𝑛, is said to be feedback 

linearizable (or input – state linearizable) if there exist a 

diffeomorphism T : D ⟶ 𝑅𝑛  such that  𝐷𝑧 = T(D) contains the 

origin and the change of variables 𝒛 = 𝑇(𝒙) transforms the 

system (14) into the form: 

 

 𝒛̇ = 𝐴𝒛 + 𝐵𝛾(𝒙)[𝑢 − 𝛼(𝑥)] (15) 

  

with (A,B) controllable and γ(x) nonsingular for all x ∈ D. 

 

 

V. DETERMINATION OF RELATIVE DEGREE 

The relative degree of a linear system is defined as the 

difference between the poles (degree of the transfer function's 

denominator polynomial number) and zeros (degree of its 

numerator polynomial). To extend this concept to nonlinear 

systems more mathematical treatment will be needed. The 

following definition is given and repeated here for 

completeness:  

Definition [13]: Given the Single Input – Single Output 

System, SISO, outlined in (12), it is said to have relative degree 

𝑟 at a point 𝑥0  if: 

i) 𝐿𝒈 𝐿𝒇
𝑘 ℎ(𝒙) = 0 for all 𝑥 in a neighborhood of 𝑥0 and all 

𝑘 < 𝑟 − 1 

ii) 𝐿𝒈 𝐿𝒇
𝑟−1 ℎ(𝒙) ≠ 0 

The terms 𝐿𝒈 and 𝐿𝒇
𝑘  represent the Lie derivative of 

ℎ(𝑥) taken along 𝒈(𝑥) and k − times along 𝒇(𝑥) , respectively.  

VI. NONLINEAR MATHEMATICAL MODEL 

The nonlinear mathematical model of the DC motor was 

obtained considering the speed dependent friction nonlinearity. 

Many models of friction, widely studied in the literature, differ 

mainly in the description of the moment of friction. These 

models, generally, describe the friction torque as a static and/or 

dynamic function of angular velocity [14]. Here, as well as in 

[14], Tustins friction model was adopted as follows: 𝑇𝑓𝑟𝑖𝑐𝑡 =

𝑇𝑠𝑡𝑟𝑖𝑏𝑒𝑐𝑘 + 𝑇𝑣𝑖𝑠𝑐𝑜𝑢𝑠 = 𝑇𝑐  sgn( 𝜃𝑙̇) + (𝑇𝑠 − 𝑇𝑐)𝑒
(

 𝜃𝑙
̇̇

𝜃̇𝑠
)

sgn( 𝜃𝑙̇) +

𝐵 𝜃𝑙̇ , 

where 𝐵 is the viscous friction coefficient and 𝜃̇𝑠 is Stribeck 

velocity. It includes viscous friction part 𝑇𝑣𝑖𝑠𝑐𝑜𝑢𝑠𝑣  and Stribeck 

function 𝑇𝑠𝑡𝑟𝑖𝑏𝑒𝑐𝑘  that is a decreasing function in relation to the 

velocity increase and with upper bound equal to the static 

friction torque 𝑇𝑠, at zero velocity, and lower bound equal to 
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the Coulomb friction torque 𝑇𝑐. In this approach, the constant 

portion of the Coulomb model is replaced by Stribeck function. 

The viscous component of friction torque is a linear function, 

and friction curve of Stribeck model is nonlinear function, and 

they will be considered separately. Therefore, the nonlinear 

mathematical model of the DC motor is addopted  as follows: 

 

𝐽𝑒𝑞𝜃̈𝑙 + 𝑇𝑠𝑡(𝜃𝑙̇) +  𝐵𝑒𝑞,𝑣 𝜃𝑙̇ = 𝐴𝑚𝑉𝑚          (16) 

 
TABLE I 

THE NUMERICAL VALUES OF THE PLANT PARAMETERS 

 

Parameters Values and units 

Jeq 0.0021 kg𝑚2 

Rm 2.6 Ω 

kt 0.0077 Νm/A 

ηm 0.69  

ηg 0.9 

Kg 70 

 

In order to identify friction for the above described DC motor, 

two distinct experiments, cited here, were performed in paper 

[14]. In the first, the control voltage is increased gradually at 

the rate of 0.05 V/s and at the instant when the motor shaft starts 

to rotate, control voltage is recorded. Ten measurements were 

done and by these values averaging, the static friction torque 

was obtained. From (16), it can be seen that if the velocity is 

kept constant, the friction torque is proportional to the control 

signal 𝑉𝑚. In the second experiment, a linear PI control 

algorithm was used to stabilise angular velocity to various 

constant values, and after transient time, the average values of 

the control voltage and the angular velocity are calculated and 

recorded. The part of the obtained friction curve 𝑇𝑠𝑡(𝜃𝑙̇), for 

low angular velocity values, where the Stribeck effect is 

dominant, is shown in Fig. 5. It is assumed that friction 

characteristics are symmetrical, for negative and positive 

values of angular velocity. Applying standard optimization 

techniques with Matlab, the friction parameters were obtained, 

as follows: 

 

𝑇𝑠𝑡 =  0.0174𝑠𝑔𝑛(𝜃̇𝑙) +

0.0087𝑒
−

𝜃̇𝑙

0.064 𝑠𝑔𝑛(𝜃̇𝑙),   𝐵𝑒𝑞,𝑣 = 0.0721  

 

(17) 

 
Fig. 5. Friction characteristics of DC motor [14] 

In order to overcome the jump discontinuity of the proposed 

friction model, at 𝜃̇𝑙 = 0, that jump is replaced by a line of 

finite slope, up to a very small threshold ε, as is shown in Fig. 

5 [14]. The slope is bounded by red dashed lines defined by this 

threshold. 

This the line of finite slope will be used only for comparison 

with the hyperbolic tangent function (Fig.  6), because method 

of feedback linearization requires differentiable functions (as 

can be seen from the given definitions in the previous section). 

In this way only Coulomb and viscous friction is modeled and 

static friction is neglected. Choosing 𝑥1 = 𝜃𝑙  , 𝑥2 = 𝜃̇𝑙 as state 

variables, 𝑦 =  𝜃𝑙 as measured variable and 𝑢 = 𝑉𝑚 as control 

variable and denoting nonlinearity by 𝑓(𝒙), state equation of 

the system was obtained as follows: 

 

  

𝑥̇ = [
𝑥̇1

𝑥̇2
] = [

0 1

0
−𝐵𝑒𝑞,𝑛

𝐽𝑒𝑞

] 𝒙 + [
0

−1
] 𝑓(𝒙)

+ [

0
𝐴𝑚

𝐽𝑒𝑞

] 𝑢   

(18) 

 
 

𝑦 = [1 0]𝒙  
(19) 

 

 
 Fig. 6.  Differential function of the hyperbolic tangent 

   

To ensure that this model is an equivalent representation of the 

original system, an experiment was performed, with the results 

shown below on Fig. 7 for step and Fig. 8 for sinusoidal 

response. 

 

 

 
 Fig. 7.  Experimental results: comparison between real and model data for step 

input 
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Fig. 8.  Experimental results: comparison between real and model data for 

sinusoidal input 

VII. EXPERIMENTAL RESULTS  

Applying Definition [12] to the system (18) – (19) yields: 

 

 𝐴 = [

0 1

0 − 
𝐵𝑒𝑞,𝑛

𝐽𝑒𝑞

] (20) 

 

 𝐵 =  [

0
𝐴𝑚

𝐽𝑒𝑞

] (21) 

 

 

 

𝛼(𝑥) =  
𝐽𝑒𝑞

𝐴𝑚

𝑓(𝑥) 
(22) 

 

 𝛾(𝑥) = 1.   (23) 

First condition is met: 

 

 𝑈 = [𝐵 𝐴𝐵 𝐴2𝐵      … 𝐴𝑛−1𝐵]. (24) 

 

Order of system is n = 2 and, because rank U =n, the pair (A, 

B) is controllable: 

 𝑈 = [𝐵 𝐴𝐵] = [

0
𝐴𝑚

𝐽𝑒𝑞

𝐴𝑚

𝐽𝑒𝑞
−

𝐵𝑒𝑞,𝑛

𝐽𝑒𝑞
2

]. (25) 

System transformation is not required and all functions are 

smooth and differentiable. γ(x) is not equal to zero, so the 

second condition is also met. With both conditions fulfilled 

feedback linearization is allowed. 

   The first derivative of the system (18) – (19) output does not 

depend on the control signal, which means that the relative 

degree of the system is not 1:  

 

 
𝑦̇ =  𝐿𝒇 ℎ(𝒙) + 𝐿𝒈ℎ(𝒙) 𝑢. (26) 

 

 
𝐿𝑔 ℎ(𝒙)  =  0 and  𝐿𝑓 ℎ(𝒙) =  𝑥2 (27) 

 

 
𝑦̈ = 𝑥̇2 = − 

𝐵𝑒𝑞,𝑛

𝐽𝑒𝑞

𝑥2 − 𝑓(𝒙) +
𝐴𝑚

𝐽𝑒𝑞

 𝑢  (28) 

 

 

 

𝐿𝑓
2ℎ(𝒙) =  − 

𝐵𝑒𝑞,𝑛

𝐽𝑒𝑞

𝑥2 − 𝑓(𝒙)  (29) 

 

 
𝐿𝑔 𝐿𝑓  ℎ(𝒙) =  

𝐴𝑚

𝐽𝑒𝑞

 (30) 

 

Conclusion is that relative degree of this system is equal to 

the system order 𝑟 = 2. The desired time – domain 

specifications for controlling the position of the load shaft are: 

overshoot: PO = 0% and settling time: 𝑡𝑠 ⩽ 2.3 𝑠.  Choosing 

the control signal 𝑢  in the following form: 

 

𝑢 =  
1

𝐿𝑔 𝐿𝑓 ℎ(𝒙)
[−𝐿𝑓

2ℎ(𝒙) + 𝑣]

=
𝐽𝑒𝑞

𝐴𝑚

[
𝐵𝑒𝑞,𝑛

𝐽𝑒𝑞

𝑥2 + 𝑓(𝒙) + 𝑣] 

  (31) 

 

  with 𝑣 =  −𝐾0𝑥1 − 𝐾1𝑥2 +  𝐾0𝑥𝑟𝑒𝑓 , where 𝐾0 = 400, 

𝐾1 = 40 were obtained by calculating the minimum damping 

ratio and natural frequency, which were required to meet the 

specifications; 𝑥𝑟𝑒𝑓 is desired output or reference. Linear 

control is obtained in the same way, with the same coefficients, 

but without canceling the nonlinearity:  

 

 𝑢𝑙 =  −𝐾0𝑥1 − 𝐾1𝑥2 +  𝐾0𝑥𝑟𝑒𝑓  (32) 

 

      The experiments were performed with Quanser rotary 

servo motor, SRV02. This model is equipped with the optical 

encoder and tachometer, for motor position and speed 

measuring, respectively [14]. 

 

  

Fig. 9.  Experimental results: position tracking of step signal for the linear and 

nonlinear controller 

 
Fig. 10.  Experimental results: position tracking of sine signal for the linear and 

nonlinear controller 

 

 
 
Fig. 11.  Detail from Fig. 10. 
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 Fig. 12.  Experimental results: position tracking of chirp signal for the linear 

and nonlinear controller 
 

It can be observed, from the Fig. 9, Fig. 10, Fig. 11 and Fig. 12 

that the specific requirements are met. The overshoot and the 

settling time are in the domain of desired values. Furthermore, 

it is observed that the nonlinear controller is more convenient 

and has better achievements for position management. 

VIII. CONCLUSION 

The feedback linearization technique was used for 

controlling the nonlinear system. The primary aim was to 

corroborate this method for controlling position of DC motor. 

First, the modelling of an object has been obtained. 

After it has been experimentally confirmed that linear 

equations did not describe this object well enough, the 

nonlinear model was presented by including Stribeck model of 

the friction. Using the concise presentation of the feedback 

theory the conditions for accomplishing this technique were 

considered. In order to satisfy those conditions an 

approximation of the function, which represent nonlinearity, 

was found as hyperbolic tangent. Then the fulfillment of the 

conditions for the synthesis of the control law was proven. 

At the end it could be observed, through the experiment and 

analysis results, that the desired response (output signal of the 

model reference) was tracked by the plant response. The 

comparison of the linear and nonlinear controller is given. The 

results show that the controllers, synthesized in this way, are 

able to satisfy desired position, but that nonlinear controller 

gives better outcome. 
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 

Abstract—The liquid level control remains an important 
task for research and is used by process control engineers. 
Firstly, the linear models for the tank system are obtained for 
the three different operating points. From these identified 
linear models a Takagi-Sugeno (TS) model is obtained using 
triangular membership functions in the premises of the rules. 
Furthermore, the whale optimization algorithm is implemented 
to fine tune parameters of Takagi-Sugeno fuzzy model, 
according to the chosen objective function. By using the 
parallel distributed compensation (PDC), a fuzzy controller is 
created by the fuzzy blending of three PI controllers designed 
for each of the operating points. In order to evaluate 
performance of the PDC based fuzzy controllers, the 
comparison is made between several local linear PI controllers 
and the PDC. Moreover, the PDC controllers from the 
optimized and original TS plant model are compared. The 
experimental results and the comparison results verificate 
efficiency of the proposed method. 

 
Index Terms—Takagi-Sugeno; liquid level control; parallel 

distributed compensation; whale optimization algorithm. 
 

I. INTRODUCTION 

The liquid level control has a wide range of applications 
in the process industries such as petro-chemical, waste water 
treatment and purification, biochemical, spray coating, 
beverages and pharmaceutical industries.  

In [1] authors have conveyed and stressed the issue of 
performance analysis of three control schemes for couple 
tank system, PI (based on pole placement, Ziegler Nichols 
and Ciancone correlation tuning methods), PI-plus-
feedforward and model predictive control. Moreover, paper 
[2] addresses the nonlinear control design problem for a 
liquid level system. A model-based backstepping controller 
and an adaptive backstepping controller are developed for 
the liquid level system. Following, the article [3] dabbles 
with the fuzzy-PID controller applied to the nonlinear 
dynamic model of the liquid level of the coupled tank 
system, all the while taking into account the effects of noise. 
The fuzzy model proposed by Takagi and Sugeno [4] is 
described by fuzzy IF-THEN rules which depict local linear 
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input-output relations of a nonlinear system. Fuzzy logic has 
many varieties that can be implemented for control 
purposes. For instance, one of them is parallel distributed 
compensation (PDC). The PDC offers a chance to use a 
technique to design a fuzzy controller from a given TS fuzzy 
model. In paper [5], a fuzzy controller is constructed based 
on a PDC method and it is implemented in an experimental 
tank level control system. The paper [6] suggests a 
procedure used to make two-variable fuzzy logic controllers 
(FLCs) set for the levels in a laboratory coupled-tank 
system. The plant input and output experimental data are 
then used for derivation via genetic algorithms optimization 
of a Takagi-Sugeno-Kang (TSK) plant model needed for 
FLC improvements. The TSK model is validated on a 
different set of experimental data and used in designing of 
two variable linear proportional-plus-integral PI controller 
and PDC with local linear PI controllers. In [7] a novel 
modification to the original PDC method is submitted, so 
that, besides the stability issue, the closed-loop performance 
of the system can be considered at the design stage. The 
strong point is that, for example, a faster response can be 
obtained, for a given bound on the control input. The 
following paper [8] gave a unified approach to a nonlinear 
model following control that contains the regulation and 
servo control problems as distinctive cases. A PDC for 
fuzzy reference models was proposed. As a result of the 
following paper [9] a captivating method that improves the 
quality of robust control by interpolating a robust and 
optimal controller is presented. That paper introduces a new 
method called advanced robust parallel distributed 
compensation (ARPDC) for automatic control of nonlinear 
systems.  

The fuzzy design can be considered as an optimization 
problem, where the structure, antecedent, and consequent 
parameters are required to be identified. Metaheuristic 
methods as global optimization algorithms can deal with 
non-convex, nonlinear, and multimodal problems subjected 
to linear or nonlinear constraints with continuous or discrete 
decision variables. The synergy of fuzzy models and nature-
inspired optimization algorithms belongs to the actual trends 
in soft computing, where all individual contributing 
technologies are seamlessly structured together. Attractive 
points of view on this combination are treated in the 
literature [10]. Recently, several metaheuristic methods have 
been proposed. Some of them include the genetic algorithm 
(GA) [11], particle swarm optimization (PSO) [12]-[15], 
gray wolf optimization (GWO) [16], whale optimization 
algorithm (WOA) [17] and ant colony optimization 
algorithm (ACO) [18]. Notwithstanding, the paper [19] 
explores the potentiality of a bat algorithm for tuning the 

Modeling and Control of a Liquid Level System 
Based on the Takagi-Sugeno Fuzzy Model 
Using the Whale Optimization Algorithm 

Radiša Jovanović, Vladimir Zarić, Mitra Vesović and Lara Laban 
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PID controllers. A modified WOA (MWOA) is used to tune 
the AFPID (adaptive fuzzy logic PID) parameters and 
showed improved performance when compared with 
conventional PID [14].  

In this study, the structure and consequent parameters are 
known (number of rules, shapes of input membership 
functions and linear models in the consequent part of the 
rules), and antecedent parameters are determined using the 
whale optimizing algorithm.  

II. SYSTEM MODEL 

The plant consisting of a pump integrated with a water basin 
and the tank as shown on Fig. 1. A practical industrial 
applications of such plant can be found in the processing 
system of petro-chemical, paper making, and/or water 
treatment plants, to name a few. 
 

 
 
Fig. 1.  The liquid level system. 

A. Mathematical modeling 

The input into the process is the voltage to the pump p and 
its output is the water level in tank, H. The volumetric 
inflow rate to tank, , is supposed to be directly 
proportional to the applied pump voltage, = p. 
Applying Bernoulli’s equation for small orifices, the 
outflow velocity from tank, Vo, can be expressed by a 
succeeding relationship 
 

 2 ,   ,         (1) 

 
where  is an area of the outlet orifice, while Qo is the 
outflow rate. In acquiring the tank equation of motion the 
mass balance principle can be applied to the water level in 
tank, i.e. 
 

2 ,       (2) 

 
where At is the area of tank. The nonlinear differential 
equation that describes the change in level in tank is 
 

2 .              (3) 

B. Takagi Sugeno fuzzy model and identification 

The main idea of the TS fuzzy modeling method is to 
partition the nonlinear system dynamics into several locally 
linearized subsystems, so that the overall nonlinear behavior 
of the system could be captured by fuzzy blending of such 
subsystems. Thus, a fuzzy model and identification of a 
liquid level system will be implemented in accordance with 
the TS model containing three rules. The fuzzy rule 

associated with the -th linear subsystem, can then be 
defined as -th rule: 

IF ( ) is  THEN 
 

( ) ( ) ( ),   1, 2,3,            (4) 

( ) ( ) ,  1, 2,3.                   (5) 

 
Here  is the fuzzy set, ( )∈ℝ is the state variable, 

( )∈ℝ is the input, ( )∈ℝ is the output variable, , , ∈ℝ. 
In our case, the selected state space variable is equal to the 
output variable ( )= ( )= ( ). 

 The overall output, using the fuzzy blend of the linear 
subsystems, will then be as follows: 
 

 
3

1
3

1

( ( )) ( ) ( )

( ) ,

( ( ))











     (6) 

 

                         
3

1

( ( ))
( ( ))

( ( ))






,                   (7) 

 

 
3

1

( ) ( ( )) ( ) ( ) ,



       (8) 

 

         

3

3
1

3
1

1

( ( )) ( )

( ) ( ( )) ( )

( ( ))







 





,     (9) 

 
where ( ( ))= ( ( )) is the grade of membership of ( ) 
in and ( ( )) is normalized weight. The linear models 
in the consequent rules (4) can be obtained by utilizing an 
analytical linearization of a non-linear equation. Besides 
that, another approach is to apply the methods of 
identification in accordance with the measured input output 
data. The identification methods were used based on the step 
response. Since models obtained by identification 
experimentally turned out to be more of an adequate 
approximation, in comparison with the analytically obtained 
linearized models, they were used. Linear models can be 
represented by following transfer function, 
 

( )
( ) ,

( ) 1
 


          (10) 

 
where K and τ are tank’s gain and time constant, 
respectively. Nominal levels in the tank HNi,  nominal 
voltages VpNi and corresponding identified transfer functions 
are given in Table 1. Voltage deviation represent control 
deviations so we can write ( )= p( ). Constants for the state 
space plant model and are given in Table 2. 
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TABLE I 
NOMINAL VALUES AND LINEAR MODELS 

 
 HNi [m] VpNi [V] Gi(s) 

1 0.077 4.4 0.002313

0.04758s 
 

2 0.1665 6 0.002627

0.04235s 
 

3 0.2415 7.1 0.002642

0.03469s 
 

 
 

TABLE II 
CONSTANTS FOR THE STATE SPACE SYSTEM MODEL 

 
 1 2 3 
 -0.04758 -0.04235 -0.03469 
 0.002313 0.002627 0.002642 

 
In this article a nonlinear model is obtained by combining 
three linear models around 0.08 m, 0.16 m and 0.24 m. The 
membership functions have a triangular shape and are 
depicted in Fig. 2. Moreover, the predefined parameters are 
arbitrary function parameters, and it is assumed that they are 
symmetric. 
 

 
 
Fig. 2.  Membership functions. 

III. THE WHALE OPTIMIZER 

Whale Optimization Algorithm has proven to be 
outstanding at resolving a variety of modes, multimodal and 
problems that are not linear. The foremost supremacies of 
this algorithm, and all metaheuristic algorithms in general, 
are that it has random distribution, which avoids getting 
stuck in the local minimum. WOA was first suggested by 
Seyedali Mirijalili and Andrew Lewis in [17]. The paper 
was inspired by a dozen whales, working together in a 
sophisticated way to harvest the krill. A curtain of bubbles 
and the hunting horn hold a secret to an indigenous ways of 
fishing - the bubble net feeding. The leader whale (bubble 
blower) dives a couple of meters deep into the ocean. It’s his 
job to find the fish. The rest follow information. Each takes 
exactly the same position in every lunch. Once the leader 
has located the fish, he blows a net of bubbles in a spiral 
shape, which completely encircles the prey. Another whale 
calls to synchronize the group. Panicked by the hearing 

sound of the blinding bubbles barrier the fish herds will be 
captured, allowing whales to swim up toward them. The 
hunt contains three phases. The first one is encircling the 
prey by defining the best search agent and updating the 
position of others. The mathematical model of this phase is 
proposed using the distance vector D and vector X which is 
used to update the position:  

'( ) ( ) D CX Xt t ,                          (11) 

'( 1) ( )t t  X X AD ,                       (12) 

2 A ar a , 2C r ,                        (13) 
 
where  indicates the current iteration, A and C indicate  
coefficient vectors. Adjusting those values improves 
positions around the best agent a, where a is linearly 
decreased from 2 to 0 over the course of iterations and r is a 
random vector in [0,1]. X’ is the position vector of the best 
solution obtained so far and X is the position vector. The 
second phase-exploration is given either with shrinking 
encircling mechanism (defining the new position of the 
searching agent using A), or with spiral updating position 
(first calculation distance between whale and prey using 
helix-based movement. The new position of the agent is 
located between the current best agent and the original 
position. The function for this approach is: 
 

'( ) if 0.5
( 1)

' cos(2 ) '( ) if 0.5

   
  

X AD
X

D Xbl

t p
t

e l t p
 ,     (14) 

 
where p is a random number in [0,1], b is a constant for 
defining the shape of the logarithmic spiral, l is a random 
number in [-1,1] and D’ indicates the distance of the i-th 
whale from the prey [17]. The third one, exploration phase, 
is based on a random search, that provides a good balance 
between the last two phases. This is called adoptive 
variation that depends of the value search vector A. 

IV. TAKAGI-SUGENO MODEL OPTIMIZATION 

In the Fig. 2 we observe the beforehand mentioned TS 
model which was obtained based on the symmetric shape of 
the membership functions. The configuration of the 
functions is triangular and the centers of the membership 
functions are located in the selected nominal points in which 
the linear models are identified. However, in order to 
achieve a better approximation of the non-linear 
characteristics and overall behavior of the plant, a more 
adequate approximation of the non-linear model is presented 
by adjusting the parameters of the membership functions. 
We can view the parameters as the width of the membership 
functions. So in conclusion, in this case we only optimized 
the parameters that were located in the rule premise. 
Moreover, the mentioned TS parameters are all coded into 
one whale, per say one agent, that is presented with a vector 
which contains the premise parameters, in our case it has 
four parameters. In the proposed WOA algorithm the 
population is set to 20, while the total number of iterations is 
set to 30. The population size and the number of iterations, 
viewed as a criteria of stopping, are determined based on a 
series of experiments with different values, all the while 
taking in account the specificity of our problem which is 
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that the dimensionality of the problem is small (only 4 
unknown parameters). Furthermore, in this optimization 
method, one agent represents one potential optimal fuzzy 
model. The mean square error (MSE) is taken as an 
objective function and it can be calculated as 

 

 2
1

1
MSE= ( ) ( )



 ,                    (15) 

 
where is the number of data points, ( ) is the measured 
output of the plant, m( ) is the output of the model. 

A dataset for the learning process of the WOA algorithm, 
in other words for the optimization of the TS model, is 
obtained from the plant operation in 1600 seconds. All of 
the parameter values that were used in the implementation 
of the WOA were taken from the original paper [17]. In the 
aim of identification we bring the input voltage which has a 
shape as depicted in Fig. 3. 

 

 
 

Fig. 3.  Voltages used for model optimization. 
 

 There it should be observed that the values are between 
the nominal voltages, this is done in order to cover the range 
of interest. Optimized membership functions are shown on 
Fig. 4.  
 

 
 
Fig. 4.  Optimized membership functions. 
 

where 2left=0.092, 1right=0.1665, 3left=0.0603, 
2right=0.2793. Comparison of the TS model based on initial 

membership functions and the TS model based on optimized 
membership functions is showed on Fig. 5.  

V. CONTROL SYSTEMS DESIGN 

The main control objective is to maintain the liquid level 
in tank at a desired level by adjusting the pump flow rate. 
The requirement is that the control systems for all three 
operating points should satisfy the following specifications: 
the steady state error should be zero; the percentage 
overshot in tank has to be less than 5%, the PO ≤ 5%; the 
settling time for the tank should be less than 30 seconds, Ts 
≤ 30 sec. 
 

 
 
Fig. 5.  Comparison of identified and optimized TS model. 

 
The history of the purported PDC was set in motion with 

a model-based design procedure proposed by Kang and 
Sugeno, [20]. The PDC proposes a procedure to design a 
fuzzy controller from a given TS fuzzy model. Furthermore, 
each control rule is designed from the corresponding rule of 
a TS fuzzy model during the construction of a PDC design. 
As a consequence, the designed fuzzy controller shares the 
same fuzzy sets as the fuzzy model in the premise parts. For 
our concrete model in this paper we have defined for each of 
the linearized models a linear PI controller. The control rule 
 of the fuzzy controller via the PDC is: 

IF ( ) is about , THEN the controller is C . 
The overall fuzzy controller is represented by 
 

3

3
1
3

1

1

( ( ))

( ( )) ,

( ( ))







 





        (16) 

 
where are PI controllers defined in a complex domen as   

 = P  + I / , =1,2,3. Parameters for all three controllers 
C , were obtained based on the linear theory and according 
to the control objective as can be seen in [2]. Percent 
overshoot and settling time requirements for the closed-loop 
system responses can be transformed into the desired natural 
frequency  and damping coefficient . If the -th plant 

model is represented by ( )=β /( -α ) then: 
 

    
)

ln
100

 
  

 
, 
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


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4
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AUI 2.3.4



     1
2  , 

2

,  1, 2,3.   (18)                                                 

Meanwhile, proportional and integral gains for all of the 
above stated controllers are given in Table 3. 
 

TABLE III 
PARAMETERS OF CONTROLLERS 

 

 1 2 3 

P  94.72 85.389 87.803 

I  16.139 14.21 14.129 

VI. FURTHER EXPERIMENTAL RESULTS 

In order to display the effectiveness of the utilized 
methods we performed a couple of experiments and verified 
the efficiency of the optimization and identification, 
subsequently. Thus, the Fig. 6 depicts the difference 
between the plant response that is controlled by a local 
linear PI controller, which is designed to work around 
0.08m,  and the plant response that is controlled by the PDC. 
As can be seen in Fig. 6 the PDC achieves a better 
performance than the local PI because when we are 
operating in the range of 0.08 m to 0.12 m, both controllers 
that are designed to operate around 0.08 m and 0.16 m are 
active, see Fig. 2. 

 

 
 

Fig. 6.  Comparison of PDC and PI control system around 0.08 m. 
 
The same analysis applies to the operation of the plant 

around 0.16 m, which is shown in the Fig. 7. In this case 
with the PDC, all three local linear controllers that are 
designed to operate around 0.08 m, 0.16 m and 0.24 m are 
active, as can be seen from the Fig. 2. 

 

 
 

Fig. 7.  Comparison of PDC and PI control system around 0.16 m. 

 
The PDC controller was compared with the specifically 

designed controller for the nominal point 0.12 m. As to say, 
that the most onerous challenge for the PDC is precisely 
this, because that point is the most further from the 
operation points of local linear controllers, which are 
designed to operate around 0.08 m and 0.16 m. 

The requirements for this local linear PI controller are the 
same. In the same way we obtained parameters P =67.384 
and I =12.081. A juxtapose of the operation of this local PI 
controller with the PDC is shown in Fig. 8. 

 

 
 

Fig. 8.  Comparison of PDC and PI control system around 0.12 m. 
 

A smaller overshoot and settling time, were obtained when 
the plant was controlled using a PDC that contains 
information about the optimized model, than when the plant 
was controlled by a PDC with initial membership functions. 
In order for our results to be observed better, the filtered 
responses are shown in Fig. 9. The same moving average 
filter with a span of 30 data points has been used for both of 
the signals. 
 

 
 
Fig. 9.  Comparison of PDCs with an identified and optimized plant model 
(experiment with moving average filter). 
 

Comparison of control signals of PDCs with an identified 
and optimized plant model is shown on the Fig.10. 

Comparisons of system response percentage overshoots 
and settling times of system response, for the identified and 
optimized TS model, are shown in Table 4, Table 5, 
respectively. 
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Fig. 10.  Comparison of control signals of PDCs with an identified and 
optimized plant model. 
 

TABLE IV 
PERCENTAGE OVERSHOOT FOR DIFFERENT STEP RESPONSES 

 
Step [m] 0.09-0.11 0.13-0.09 0.1-0.13 0.07-0.1 
Id. [%] 10  8.75  9.3  10  
Op. [%] 4  5.5  8.7  7.3  

 
TABLE V 

SETTLING TIME FOR DIFFERENT STEP RESPONSES 
 

Step [m] 0.09-0.11 0.13-0.09 0.1-0.13 0.07-0.1 
Id. [s] 26 22.7  25.3  24 
Op. [s] 21  21 25  23.6 

VII. CONCLUSION 

Initially, in this paper, the mathematical model of the 
liquid level system was obtained experimentally. Further, 
TS fuzzy model was obtained based on three identified local 
linear models. Regardless of the superiority in “catching” 
the nonlinear behavior of the plant, TS model was optimized 
using WOA metaheuristic and verificated by comparing it 
with the original. Consequently, based on the given 
requirements three local linear PI controllers were designed. 
Then, by using the PDC method, two fuzzy controllers were 
designed based on identified and optimized TS model. The 
designed controllers, which were based on the PDC, were 
implemented in an experimental setup in order to prove their 
performance. Given the very satisfying results, the 
developed TS models are tremendously simple and consists 
only of three fuzzy rules. Using the whale optimization 
method the accuracy of TS model is improved, which 
enlarges the efficiency of TS based PDC controller. Future 
research will focus on exploiting these possibilities in terms 
of using more fuzzy rules. 
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 

Abstract—The recursive algorithm based on non switching 
Interacting Multiple Model (IMM) with Gaussian Mixture 
Probability Hypothesis Density (GM PHD) filtering is proposed 
for estimating and tracking maneuvering target. The approach 
involves modeling the complex movements with maneuver of 
target and measurements and applying the probability 
hypothesis density (PHD) recursion to propagate the posterior 
intensity, a first order statistics of target in time. We present 
there  closed-form solution to the algorithm recursion. The 
proposed algorithm combines these recursions with a strategy 
for managing the number of Gaussian components to increase 
efficiency. At begin, a single target tracking is performed and 
tested. Proposed algorithm is shown better performance, in 
relation with standard GM PHD.   

 
Index Terms— Target tracking, Random finite set, GM PHD 

algorithm, Interacting multiple model.  
 

I. INTRODUCTION 

 

Basic problem in multi-target tracking is the unknown 

association of measurements with appropriate targets [1]. 

Moreover, the data association problem makes up the growth 

of the computational load in multi target tracking algorithms. 

Recently, multi-target tracking formulations involve explicit 

associations between measurements and targets [2]. Multiple 

Hypotheses Tracking (MHT) and its variations concern the 

propagation of association hypothesis in time [3].  

The random finite set (RFS) approach to multi-target 

tracking is an alternative association-based methods and 

comparative discussion between the RFS  approach and 

traditional multi target tracking methods has been given in [4], 

[5].  In the RFS formulation, the collection of individual 

targets is treated as a set-valued state, and the collection of 

individual observations is treated as a set-valued observation. 

Modeling set valued states and set-valued observations as 

RFSs allows the problem of dynamically estimating multiple 

targets in the presence of clutter and association uncertainty to 

be cast in a Bayesian filtering framework [6], [7]. Here, the 

states of objects are represented as random sets. Using this 

model, the birth and death of objects can be described in the 
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tracking algorithm. Moreover, measurements and false alarms 

are also represented as random sets in the observation model. 

Mahler [9] employed the random set framework to propose a 

probability hypothesis density (PHD) filter. This method can 

avoid the data association between observations and objects. 

Some implementations of PHD filter are proposed by using   

the sequential Monte Carlo (SMC) method [8-11. Especially, 

the implementation in [12] has the convergence proof, and it 

is called particle PHD filter. In these implementations, the 

state estimates are extracted from particles representing the 

posterior intensity by using clustering techniques. In [13] 

proposed a close-form for PHD filter with assumptions on 

linear Gaussian system. It is called GMPHD filter. This 

method reduced a lot computation compared with particle 

PHD filter. For multi-sensor multi-object tracking, there are 

some methods to fuse data from multi-sensor in random set 

approaches such as multiplication likelihood function from 

sensors [13] or sequential sensor updating [14]. These 

methods can track varying number of objects with multi-

sensor. However, they are implemented based on sequential 

Monte Carlo, so they need a lot computation. 

The Gaussian mixture, consisting of a weighted sum of 

Gaussian probability density function (pdf), each with 

different means and covariance’s, is the natural form of the 

pdf of target state. Using such a structure, a mixture 

component is created for every possible association, using 

every possible pairing of target and measurements with the 

mean and covariance calculated assuming that the particular 

hypothesis is true, and the weight calculated to represent the 

probability that the particular hypothesis is true.  

In this paper, we proposed a method for multi-sensor 

multiobject tracking based on GMPHD filter. We extended 

the GMPHD filter from one sensor to multi-sensor. Therefore, 

the IMM estimator provides significant noise reduction and a 

fast response. Previous investigations have found that the 

IMM estimator is a cost-effective technique for tracking a 

maneuvering target [4]. In the IMM estimator, several Kalman 

filters are used in parallel. Each Kalman filter uses a different 

dynamic model. In order to gain possible improvement on the 

tracking performance, this paper combines the Interaction 

Multiple Model (IMM) estimator and GMPHD filter to create 

an IMM GMPHD filter. Our method can collaborate 

information from multiple sensors and avoid the data 

association between observations and objects.  

Paper is organized as follows. After the introducing 

preamble in the Chapter II, formulation of problem is given. 

Chapter addresses description of proposed algorithm IMM 

and GMPHD, independent and than together. Chapter IV 

The Interacting Multiple Model GM PHD  

for Single Target Tracking 

Branko Kovačević, Zvonko Radosavljević and Dejan Ivković 
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commences by the testing problem and results of simulations 

providing a graphical demonstration of their operation. 

Finally, concluding remarks is given in the Chapter V.  

II. PROBLEM STATEMENT  

 

A jump Markov system (JMS) [8] can be described by a set 

of parameterized state space models whose underlying 

parameters evolve with time according to a finite state 

Markov chain. Let 
n

k R  and mRky )( denote the 

kinematics state (e.g. target coordinates and velocity) and 

observation, respectively, at time k. Suppose that Mk is 

the label of the model in effect at time k, where M denotes the 

discrete set of all model labels. Then, the state dynamics and 

observation are described by the following state transition 

density ],[
~

11
k

kkkkf    and measurement likelihood 

],),([ k
kk kyg    In addition, the modes follow a discrete 

Markov chain with transition probability ])[1( 1 kkkk   

and the transition of the state vector xk  is governed by 

])[1(]),1()([
~

])1()([
1

11


  kkkk
kkkk kkkxkxfkxkxf  (x) 

A linear Gaussian JMS (LGJMS) is a JMS with linear 

Gaussian models, i.e. conditioned on mode rk the state 

transition density and observation likelihood are given by [16] 

 

 ))]((,)(;[)](,,1[
~

1111 kQrFNkkkf kkkkkkk      (1) 
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where N(¢; m;Q) denotes a Gaussian density with mean m 
and covariance Q, Fk¡1(rk) and Hk(rk) denote the transition and 

observation matrices of model rk respectively, Qk¡1(rk) and 

Rk(rk) denote covariance matrices of the process noise and 

measurement noise, respectively.  

III. IMM GMPHD FILTER 

A. Interacting Multiple Model Approach  
The basic idea of the multiple-model estimation approach is 

to assume a set of models M for the hybrid system; run a bank 

of filters, each based on a unique model in the set; and the 

overall estimate is given by a certain combination of the 

estimates from these filters. The IMM algorithm is a 

suboptimal method of solving the problem of state estimation 

of a Markov Jump-Linear System (MJLS). A Markov chain 

transition matrix is used to specify the probability that the 

target is one of the models of operations. IMM algorithm runs 

filters in parallel, each with an appropriately weighted 

combination of state estimates as mixed initial conditions [2]. 

At begin, the model-conditioned re-initialization is perform. 

The predicted mode probability is calculated by the following 

[3]: 
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Likewise, the mixing weight of probability is given by: 
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         (4) 

Assuming that the measurement history 
kY is well modeled 

by the N estimates from the previous processing cycle is then 

approximated by a single Gaussian density 

 )(),(ˆ);()( kkkNk ii
i Pxx , where the mean and covariance  

of the Gaussian are given [17]: 

 





 

N

i

kk
jikkj

j
kk

1

11

1|1,1|1 )ˆˆ xx         (5) 

 

1,|1|11|1,1|11|1,

1

1|1,1|1 }]][[{ 


  kji
Ti

kkkkj
i

kkkkj

N

j
kkj

i
kk xxxxPP    (6) 

Here, )(),(ˆ kk jj Px  refer the filter estimate at the output of the 

previous processing cycle, while )(),(ˆ kk ii Px represents the 

mixed estimates to be provided at the input to the next 
processing cycle. After the model conditioning filtering step, 

the mode probability update is performed. A mode probability 

is given by the:  
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Finally, the overall estimate and covariance are given by the: 
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The basic form of a Gaussian mixture containing N 

components is: 
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where )(ki are the relative weights of each Gaussian 

component,  are the means of each component, and )(iP  are 
the covariance s. As will be seen in the following sections, 

Gaussian mixture models arise naturally as the solution to 

several problems in target tracking, including maneuvering 

target tracking and data association. In the coming sections it 

will often be necessary to calculate the overall mean and 

overall covariance of a Gaussian mixture.  

 

B. Gaussian Mixture Probability Hypothesis Density Filter  
In this section, we describe the linear-Gaussian multiple 

target model and the recently developed Gaussian Mixture 
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PHD filter. The multiple target models for the PHD recursion 

is described here. Each target follows a linear Gaussian 

dynamical model: 

 

)]1(,)1(;[),1(  kQkFxNxkkf       (11) 

 

)](),,(;[),( kRxkHyNxykg        (12) 

 

where N (.;m,P) denotes a Gaussian density with mean m and 

covariance P, F(k-1) is the state transition matrix, Q(k-1) is 

the process noise covariance, H(k) is the observation matrix 

and R(k) is the observation noise covariance. The survival and 

detection probabilities are state independent, 
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The intensities of the spontaneous birth and spawned targets 

are Gaussian mixtures : 
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where ),(),(),(),( kPkmkwkJ iii
  )(,...,1 kJi   are given 

model parameters that determine the shape of the birth 

intensity, similarly, )1(),1(),(),(  kdkFkwkJ jjj
  and 

)1( kQ j
  )(,...,1 kJj   determine the shape of the 

spawning intensity of a target with previous state.  

Prediction step: 
Under the assumptions that each target follows a linear 

Gaussian dynamical model, the survival and detection 

probabilities are constant, the intensities of the birth and 

spawned targets are Gaussian mixtures, and that the posterior 

intensity at time k-1 is a Gaussian mixture of the form  
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Then the predicted intensity to time k is also a Gaussian 

mixture, and is given by  

 

xkxkkxkkSxkk DDD ,,1|,,1|,,1|      (16) 

 

where ),1( xkkDS   is the PHD of existing targets, 

),1( xkkD   is the PHD for spawned targets, and ),( xk  

is the PHD of spontaneous birth targets. The density for 

existing targets, ),1( xkkDS  , is determined from the 

linear Gaussian model using  the Kalman prediction 

equations:  
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and similarly for the spawned target density 
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where  
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Update step: 
Under the above assumptions, and that the predicted intensity 

to time t is a Gaussian mixture of the form  
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Then the posterior intensity at time k is also a Gaussian 

mixture, and is given by  
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where the weights are calculated according to the closed form 

PHD update equation,  
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and the mean and covariance are updated with the Kalman 

filter update equations,  
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Fig.1 Block diagram of one cycle IMM-GMPHD algorithm 

 

IV. RESULTS OF SIMULATIONS 

 

The implemented IMM-GM-PHD is evaluated by Monte 

Carlo (MC) simulations over representative 2-dimensional test 

scenario. A target motion scenario (Fig.2) includes series of 

non-maneuvering and maneuvering flights modes. Dimension 

of terrain surveillance is x=1000m and y=1000m. The single 

target scenario is perform. The speed is constant and equal to 

311 m/s. The sampling period of radar sensor is T=1.5s. 

Duration of the scenario is 60 scans. Very important aspects 

to the implementation of IMM-GM-PHDalgorithm is the 

selection of the model structures and their parameters.  

  The following two models, constant velocity (CV) model 

and constant acceleration (CA) model provide an adequate 

and self contained model set for tracking purposes. Hence, the 

model set for IMM filters has been selected as 

follows:M1=CV, M2=CA. Both models have the same state 

variables and this greatly simplifies the re-initialization 

operation of the IMM-GM-PHD filter. The system input is 

modeled as follows: vector state 
Tyyxxk ][)( x  where 

yx,  are the Cartesian coordinates of the target position, and 

yx ,  are the appropriate velocities, initial 

 

 
            

Fig. 2.  Simulation scenario (true target and measurements). 

 

 
Fig. 3. RMSE position error diagram.   

 

target state. Transition matrix and process noise matrix are 

given by: 
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respectively, where q=q1=0.0052 is a maneuver coefficient 

for model M1 and q=q2=0.052  is a maneuver coefficient for 

model M2. The measurement model is given by the matrices 

and. The simulation process is governed by a Markov chain 

with TPM. The calculations are based on MC simulations 

using 100MCN  realizations. Root mean square error is 

given by the Fig. 3.  

 

 
Fig.4. Diagram of associative model probabilities for CV and CT model.   

 

Diagram of associative model probabilities for CV and CT 

model is shown by the Fig. 4.  

V. CONCLUSION 

A Interacting Multiple Model  method combined with the 

PHD approach based on Gaussian Mixture implementation for 

single target tracking, is proposed in this paper. The 

interaction between IMM and GMPHD filter was illustrated: 

use the result of GMPHD filter to get the estimated and 

locations of the target for IMM; use the result of IMM for 

PHD peak extraction. A novel GMPHD representation 

defined in a resolution cell was also presented. Simulation 

results with two-dimensional scenario showed that the 

proposed algorithm ends up with better performance and less 

computational load than the standard PHD filter and with 

better performance than the traditional MHT/assignment 

algorithms.  

Proposed algorithm, which has been presented for tracking  

target in clutter, have the ability to estimate the target, track 

the trajectory of the target over time, operate with missed 

detections and give the trajectories of the targets in the past 

once a target.  

At begin, a single target tracking is performed and tested. 

Proposed algorithm is shown better performance, in relation 

with standard GM PHD. In the future work, we have tested 

multi target scenario, with proposed methodology.  
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Abstract — Scheduled maintenance in thermal plants is one of 
the essential tasks in efficient planning and could significantly 
decrease unwanted expenses due to unnecessary maintenance. 
Traditional systems currently in use in industry are composed of 
multiple different subsystems with highly specialized components 
which makes them unnecessarily expensive and complicated. The 
purpose of this paper is to propose a single, compact, cost 
efficient device to perform the acquisition of acoustic signals, 
which would then be used by a state detection algorithm. The 
algorithm uses a combination of wavelet transform and neural 
networks and is computationally inexpensive, so it can be 
implemented on a simple microcontroller. The testing has been 
done on real acoustic signals recorded in thermal power plant 
Kostolac in Serbia. 
 
Index Terms – Industry 4.0, Compact platform, Wavelet 
transform, Sound acquisition 

I. INTRODUCTION 

It is estimated that up to one third of the maintenance cost 
in power plants is due to inefficient maintenance [1]. This 
usually causes machines function in less than optimal 
environment which can be financially exhausting. While early 
maintenance of those machines represents an unnecessary 
cost, unexpected failure of the system due to the lack of 
maintenance could cause larger scale problems such as 
unstable power supply and terminate generation of power 
temporarily. It is widely known that most of the machines in 
industrial plants consist of rotary actuators whose main point 
of failure is due to wear of particular components [2]. Being 
able to estimate the state condition of those parts would 
increase efficiency and stability of the plant.  

The central point of this paper is to compose an efficient, 
low cost device with enough computational power to perform 
data acquisition of acoustics signals well enough to be used by 
the state estimation algorithm. In order to do this, it has to be 
placed in vicinity of the machine with a rotary actuator. The 
most important advantage of a system like this is that it is a 
single, integrated device that has a potential to replace 
multiple devices used for data acquisition, signal processing 
and state estimation [3]. This would significantly reduce the 
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complexity of the system and the overall cost as well as the 
possible communication issues and maintenance needs. Also, 
since the entire system is represented by a single compact 
device, which has its own power supply, it can easily be 
transferred to different machines, as opposed to being 
connected only to a single one. The data acquired by this 
device should be informative enough to be used to determine 
the condition of the actuator, using the already developed 
algorithm. Thus far this state detection algorithm based on 
wavelet transform and neural networks has relied on signal 
acquisition using expensive professional equipment, so the 
switch from professional microphone to inexpensive one can 
significantly increase the applicability of the device [4]. 
Discrete form of wavelet transform and the neural network for 
classification and state detection are two computationally 
inexpensive processes, so they can be executed on a 
microcomputer or a microcontroller. The discrete wavelet 
transform is used because it is able to extract the necessary 
features for condition monitoring and state detection from 
acoustic signals, while keeping low computational 
requirements [5]. These features are then fed to a neural 
network which classifies the current state of the machine’s 
rotary actuator.  

To implement the data acquisition part of the process, a 
Raspberry Pi microcomputer was used, as one of the most 
popular commercially available platforms. Some of its main 
characteristics are expandability, high potential, 
configurability and easy programming which contribute to its 
advantages over traditional data acquisition equipment. USB 
microphone is used to obtain recordings of an acoustics 
signals. 

This paper is structured as follows. Section 2 gives a 
detailed description of hardware used to build the device. 
Section 3 describes the acquisition of acoustic signals using a 
professional microphone compared to an inexpensive, 
commercial one. Section 4 compares the quality of acoustic 
recordings obtained with both microphones bearing in mind 
the features used by the state estimation algorithm. Final 
remarks and conclusions are given in section 5 of this paper.  

II. MOBILE RASPBERRY PI PLATFORM 

Industrial sensors and data acquisition systems for 
condition monitoring in power plants are usually very costly 
and complicated. They are also dependent on multiple 
hardware and software components to work correctly which 
can result in communication issues and additional costs and 
maintenance needs. The platform described in this paper can 
overcome all of the raised issues, by using commercially 
available components and integrating them to make a single, 
compact device. This would decrease the manufacturing, 

Raspberry PI Based Sound Acquisition 
Platform for Machine State Estimation 

Petar Jandrić, Uroš Rakonjac, Željko Đurović, Aleksandra Marjanović, Sanja Vujnović 
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operating and maintenance costs of the condition monitoring 
system significantly, as well as transition the concept of using 
multiple different subsystems to using one simple system 
which contains all the necessary functionalities. The device 
consists of four main components as shown in Figure 1: 
Raspberry Pi platform, USB microphone, LCD display and a 
battery for the power supply. 

 

 
Fig. 1.  System structure. 

 
Using a battery instead of an external power supply enables 

the platform to be portable and used with less constrictions, 
which is only possible because of the low power consumption 
of the other components in the system. The capacity of the 
battery and low operating times of the system allow the device 
to be used a large number of times before the need to 
recharge. The characteristics of the battery are shown in Table 
I. 

TABLE I 
BATTERY CHARACTERISTICS 

 

Capacity 
(nominal) 

10000mAh – 3.7V; 
(6.500mAh - 5.1V);      37Wh 

Input connector Micro USB 
Output 
connector 

USB-A 

Input voltage / 
current 

5V/2A, 9V/2A, 12V/1.5A 

Output voltage 
/ current 

5.1V/2.4A, 9V/1.6A max, 
12V/1.2A max 

 
Another important advantage of the described system over 

the traditional industrial data acquisition systems is that it is 
much more flexible and mobile [3]. This means that the same 
device could be used for measurements on different machines 
with rotary actuators as it is easily transportable and 
reconfigurable, as opposed to systems which are programmed 
for a highly specific purpose and connected to only one 
machine.  

The base of the device is a Raspberry Pi platform, which is 
highly used and commercially available, making it a less 
expensive and a more versatile alternative to industrial 
computers and controllers. The specifications of the 
Raspberry Pi used in this paper are given in Table II. Because 
it is not designed for a single purpose specifically, it can be 

integrated with a variety of sensors and actuators as a single 
mobile device. Also, it is easily configurable and 
programmable which is important if the system requires to be 
upgraded or adapted for a different task or a different 
machine. 

TABLE II 
RASPBERRY PI 3 MODEL B+ SPECIFICATIONS 

 

Processor 1.4GHz 64-bit quad-core 

Connectivity 

2.4GHz and 5GHz IEEE 
802.11.b/g/n/ac wireless LAN, 
Bluetooth 4.2, BLE 

Gigabit Ethernet over USB 2.0 
(maximum throughput 
300Mbps) 

4 × USB 2.0 ports 

Input power 
5VDC via micro USB connector 
5V DC via GPIO header 

Operating 
temperature 

0–50°C 

 
Data acquisition is performed using a commercial USB 

microphone. The conditions in a power plant under which the 
system should operate are such that there is a lot of 
background noise. The purpose of this choice of microphone 
is to show that the data recorded by a simple omnidirectional 
microphone can be used by the state detection algorithm just 
as well as the data recorded by a professional directional 
microphone. Choosing this microphone decreases the 
complexity and connectivity issues, as well as the cost, by 
trading a not so important level of sound quality. The 
specifications of the used “Gyvazla” USB microphone are 
given in Table III. 

TABLE III 
GYVAZLA USB MICROPHONE SPECIFICATIONS 

 

Connection Standard USB 
Polar pattern Omnidirectional 
Impedance ≤ 2.2kΩ 
Sensitivity -30dB ± 3dB 
Operating voltage 5V 
Frequency 

response 
20Hz – 16kHz 

Signal/Noise ratio 84dB 
Sampling rates 

supported 
8kHz, 11kHz, 44kHz, 48kHz, 

16-bit stereo 

 
The interface of the device consists of two buttons and an 

LCD screen connected to the Raspberry Pi using I2C 
communication. The screen displays the current state of data 
acquisition process, which can be started or stopped by 
pushing the corresponding button. After the recording has 
finished, the data is saved and ready to be prepared and used 
by the detection algorithm.  

Operation of the device is very simple, and it contributes to 
the advantages presented over the systems used broadly in 
industry. On system power up, Raspberry Pi runs a python 
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code which integrates the communication with the display, 
commands from the buttons and the data acquisition. 
Messages on the display follow the recording process and 
give the information which buttons can be pressed in order to 
start or stop the recording. Once the recording is over, the data 
is saved, and the process can start over if needed. 

III. CASE STUDY 

The sound acquisition platform was tested on a fan mill in 
thermal power plant Kostolac A2 in Serbia. Fan mills are used 
in power plants to grind coal into fine powder using the 
friction between coal chunks and impact plates within the 
mill. The impact plates themselves rotate around the center of 
the mill, and after around 70 working days they get worn and 
maintenance needs to be conducted in order to change them. 
The plates in block A2 rotate with the frequency of 12.5 Hz 
and there is 8 of them placed around the center of the mill. 

Recording of the acoustic signals is conducted in such way 
as to enable comparative analysis of the high-quality 
professional microphone (AKG C451) and inexpensive USB 
microphone connected to Raspberry PI platform. The 
recording lasted for 5 minutes, sampling frequency was 48 
kHz and both of the microphones were placed in the vicinity 
of the mill. In the preprocessing stage the entire 5-minute-long 
signal has been downsampled to 4.8 kHz and divided into 
shorter signals 45 seconds long. The main idea is to verify that 
the acoustic recordings obtained with a cheaper microphone 
are informative enough for the existing state detection 
algorithm described in [5].  

Features which are relevant for these purposes are discrete 
wavelet transform (DWT) coefficients which are used to 
calculate the power of the signal in specific frequency ranges. 
Namely, the signal has been decomposed into 6-level DWT, 
and since this transform is implemented as a series of high 
pass and low pass filters, the obtained frequency ranges after 
this decomposition are given in Table 4.  

 
TABLE IV 

COEFFICIENT NAMES AND FREQUENCY RANGES OF A 6-LEVEL DWT 

DECOMPOSITION 
 

Coefficient names Abbreviation 
Frequency 
range (Hz) 

Detailed coefficients, level 1 cd1 1200-2400 
Detailed coefficients, level 2 cd2 600-1200 
Detailed coefficients, level 3 cd3 300-600 
Detailed coefficients, level 4 cd4 150-300 
Detailed coefficients, level 5 cd5 75-150 
Detailed coefficients, level 6 cd6 37.5-75 
Approximation coefficient, 
level 6 

ca6 0-37.5 

 
In order to properly test how different states of the mill 

reflect on different features, two recording sessions were 

conducted, one in January and the other in February of 2020. 
In January the impellers of the recorded mill had 1742 
working hours which means that the maintenance was 
probably well overdo. In February the recording was done 
after the maintenance was conducted, so the mill in question 
had only 290 working hours. This implies that the extracted 
features are expected to significantly differ between the two 
recordings. However, the features obtained from different 
microphones on the same dates are expected to be similar. 

IV. RESULTS 

In order to verify that the recordings obtained from the 
cheaper microphone are as informative as the ones obtained 
from the professional equipment, the behavior of the signal in 
frequency domain needs to be analyzed. The first check is to 
establish whether all dominant frequency components are 
present in signals obtained with both microphones. Figure 2 
shows the power spectral density (PSD) of both signals in 
January and in February. There is a significant match between 
these two signals and the dominant frequency components on 
100, 200, 300 and 400 Hz are noticeable with both 
microphones.  

 
Fig. 2. Power Spectral Density of the signal obtained from the professional 
microphone (AKG C450) and USB microphone (Raspberry PI) in two 
recording sessions. 

 
Since the results described in [5] are obtained using DWT 

coefficient, it would be useful to compare the two 
microphones in wavelet domain. Discrete wavelet transform is 
difficult to interpret visually, so Figure 3 shows scalogram of 
the signal (absolute value of the continuous wavelet 
transform, CWT) for the session conducted in February, for 
both microphones. The scalogram is obtained using Morse 
wavelet with parameters 𝛾 = 10 and 𝐷 = 400 [6]. The 
dominant frequencies remain the same, and the periodic 
change of the amplitude of specific frequencies is visible in 
both cases.  
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Fig. 3. Scalogram of the signals recorded in February 2020 using professional microphone (left) and USB microphone (right). 

After verifying that the signal obtained with the cheaper 
microphone has all the same frequency components and time 
variability as the one obtained with the professional 
microphone, the final test is to check how the features 
extracted in [5] behave. There are 7 features which represent 
the power of each of the DWT coefficients from Table 4. 
Recording sessions both in January and in February are 
around 5 minutes long, so after preprocessing these signals 
into segments of 45 seconds separated 15 seconds from one 
another, there are around 20 recording segments in each 
session for each of the microphones. The behavior of the 
features is given in Figure 4 using box plot. The red line 
represents the median, and the blue box represents the range 
from 25th to 75th percentile.  

There are two things that are interesting to note from Figure 
4. First of all, in each recording sessions features from both 
microphones are quite similar. The only slightly different 
feature is the one associated with level 6 detailed coefficients 
in January 2020, when the impact plates were very worn out. 
This demonstrates that there is similar time-frequency content 

of the signals obtained with professional and USB 
microphones. Not only that, but the features themselves are 
quite similar as well and they change in the same way as the 
impact plates get worn, thus showing that for the purposes of 
state detection algorithm presented in [5] the acoustic signals 
obtained with the Raspberry PI mobile platform can be used 
with the same success. 

The other interesting thing is to examine the behavior of the 
features between the 2 recordings. The lower frequency 
components (cd6 and ca6) as well as the higher frequency 
components (cd1, cd2 and cd3) remain similar when the 
impact plates are worn (January) and when the impact plates 
are healthy (February). On the other hand, the coefficient 
associated with the frequency range between 150 Hz and 300 
Hz (cd4) are lower when the plates are new, while the 
coefficients associated with the frequency range between 75 
Hz and 150 Hz are significantly higher, indicating that these 
two features are probably the most informative for state 
detection of this particular fan mill. 

 

 
Fig. 4. Power of DWT coefficients of the signal obtained using professional microphone (left) and USB microphone (right) during both recording sessions. 
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V. CONCLUSION 

In this paper a microcontroller platform was analyzed for 
developing a compact and mobile device which would replace 
complicated industrial equipment for the acquisition of 
acoustic signals. A platform based on a Raspberry Pi 
microcomputer and a commercial USB microphone is 
proposed. The platform was placed in the vicinity of a mill 
and was used to record sounds generated by the rotary 
actuator. The data was then compared to the data obtained 
with the professional recording equipment in order to estimate 
whether the acoustic signals are informative enough to be 
used by the state detection algorithm developed in [5]. 

The results show that the average power consumption of 
the device is 300 mA, which enables it to record a large 
number of recording sequences. Also, the data obtained when 
using a simple microphone is comparable to the data acquired 
by a professional microphone when observed in both 
frequency and wavelet domain. This indicates that the state 
detection algorithm will give similar results when using 
signals provided by this device, compared to signals recorded 
by a professional microphone and a computer. Therefore, the 
acoustic signals recorded by the described device are 
informative enough for state detection and that there is no 
need for expensive professional recording equipment.  

The aim of this research was to show that some of the 
traditional industrial equipment in power plants used for state 
detection and condition monitoring can be replaced with 
simple and affordable components without sacrificing 
performance. In addition to this, using microcomputers or 

microcontrollers instead of highly specialized computers 
enables the system to be easily expandable and configurable. 
Further research will be focused on implementing the state 
detection algorithm using a discrete wavelet transform and 
neural networks on the same platform used for data 
acquisition. 
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Distributed Multi-Agent Reinforcement Learning
Algorithm based on Gradient Correction

Miloš S. Stanković, Marko Beko, Nemanja Ilić and Srdjan S. Stanković

Abstract—In this paper we propose a decentralized gradient
correction based temporal difference algorithm for multi-agent
learning of linear approximation of the value function in Markov
decision processes. The algorithm is composed of local parameter
updates based on the single-agent off-policy temporal difference
with gradient correction algorithm TDC(λ), and a linear dynamic
consensus scheme. The overall scheme allows applications in
which the agents may have different behavior policies, while
evaluating a single target policy. Starting from the properties
of the underlying Feller-Markov processes, we show that under
nonrestrictive assumptions on the time-varying network topology
and the individual state-visiting distributions of the agents the
algorithm weakly converges to consensus. A discussion is given
on the asymptotic parameter values at consensus, network design
and variance reduction. The algorithm’s properties are illustrated
by simulation results.

I. INTRODUCTION

The problems of decision making by multiple agents op-
erating in uncertain and dynamically changing environments
have recently received much attention; these algorithms have
fundamentally important role of in the cutting edge technolo-
gies and concepts such as Cyber-Physical Systems, Internet
of Things (IoT), Industry 4.0, etc. (e.g. [1]–[9] and references
therein). Reinforcement learning (RL) is a powerful paradigm
for decision making and control in uncertain environments,
typically using Markov Decision Process (MDP) models and
providing (approximate) solutions to optimal control problems
[10], [11]. An important idea in RL is the temporal difference
(TD) learning, often used to learn approximations to the value
function of an MDP. This problem is especially important
under complex prctical conditions, such as very large state
space and off-policy learning (e.g. [12]). In [13]–[18] several
fast gradient-based algorithms for TD learning have been
proposed which can successfully handle these situations.

Distributed and multi-agent RL methods represent an im-
portant element for solving essential problems in the areas
dealing with complex, intelligent and networked systems (see
e.g. [19], [20] and references therein). In this paper, we
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com Institute, Belgrade, Serbia; and Innovation Center, School of Electrical
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propose a new decentralized and distributed algorithm for
multi-agent off-policy gradient temporal difference learning of
linear approximation of the value function in MDPs, based on
a recently proposed single-agent off-policy algorithm denoted
as temporal difference algorithm with gradient correction
(TDC(λ)) [13]–[15], [17], [21]. The main idea is to start
from the TDC algorithm and to incorporate linear distributed
dynamic consensus iterations over the underlying network of
agents. Off-policy nature of the algorithm allows applications
in which the agents may have different behavior policies while
evaluating a single target policy. The consensus convexification
steps are applied either only to the parameter vector in
the linear approximation function or to both parameter and
auxiliary parameter vectors (introduced by the single-agent
algorithm construction) [4], [22], [23]. Under nonrestrictive
assumptions on the time-varying network topology and the
individual behavior policies, we prove that the parameter es-
timates generated by the proposed algorithm weakly converge
to consensus. The proof is the main theoretical contrinution
of the paper; it is derived using the results from [4], [8], [17],
[24] with the rigorous treatment of the stochastic nature of the
underlying MDP’s using ergodicity properties of the random
processes [13], [22], [25]. We also discuss the possible sets
of consensus points and their properties. Finally, simulation
results illustrate the main properties and demonstrate that the
practical efficiency of the proposed algorithms.

The rest of the paper is organized as follows. In Section II
we formulate the problem and define the novel algorithm.
The first part of Section III treats some preliminary results,
including basic properties of the Feller-Markov state-trace pro-
cesses. In the second part of Section III, a weak convergence
analysis is presented for the proposed algorithm. In Section IV
we discuss several important issues, such as introduction of
constraints, the impact of consensus to the convergence point,
the communication network design and the variance reduction
effect. In Section V the results of simulations are shown.

II. PROBLEM FORMULATION AND DEFINITION OF THE
ALGORITHMS

Consider N autonomous agents collaborating to learn linear
approximation to the state value function for a given policy in
a MDP, denoted by MDP(0), using observations of sample
transitions in additional N independent MDPs, denoted as
MDP(i), i = 1, . . . , N . We consider all N + 1 processes on
a finite state space S = {s1, . . . , sM}, so that MDP(0) has
the transition matrix P , and MDP(i) the transition matrices
P (i), i = 1, . . . , N ; the Markov chains are induced by π
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and π(i), referred to as target policy and behavior policies,
respectively. We are, therefore, dealing with a cooperative off-
policy learning problem [10], [12], [25].

We consider the one-stage reward function rπ : S →
R, specifying the expected reward at each state s ∈ S
[10], [17]. The associated discounted total reward crite-
rion (value function), with state dependent discount factors
γ(s) ∈ [0, 1], s ∈ S, is given by vπ(s) = Eπs {rπ(S0(0)) +∑∞
n=1 γ(S0(1)) · · · γ(S0(n)) · rπ(S0(n))}, where Eπs {·} indi-

cates the expectation w.r.t. to the Markov chain {S0(n)}n>0

induced by π, with the initial state S0(0) = s. Denote by Γ
the M ×M diagonal matrix with γ(s) as diagonal entries.

We start from the basic assumptions on target and behavior
policies [17]:

(A1) a) P is such that I − PΓ is nonsingular;
b) P (i) are irreducible and such that for all s, s′ ∈ S, P (i)

ss′ =
0 ⇒ Pss′ = 0, i = 1, . . . , N .

By the MDP theory [10], [17], [26], vπ (represented as a
vector) uniquely satisfies the Bellman equation

vπ = rπ + PΓvπ, (1)

where rπ also denotes (with some abuse of notation) the vector
of one-stage expected rewards. Besides (1), vπ also satisfies
a broad family of generalized Bellman equations (see e.g.
[17], [26]). Within the framework of the temporal-difference
(TD) algorithms, it is usual to consider the Bellman equa-
tion depending on the so-called λ-parameters, procedurally
introduced by the eligibility traces (see more technical details
below). In this sense, vπ = T (λ)vπ represents a generalized
Bellman equation, where T (λ) is an affine operator on RM ,
such that T (λ)v = rλπ + P (λ)v, ∀v ∈ R|S|, for a vector r(λ)π

and a substochastic matrix P (λ).
Let φ : S → Rp be a function that maps each state to a p-

dimensional feature vector φ = [φ1 · · ·φp]T ; let the subspace
spanned by feature vectors φ be Lφ. TD algorithms look for
a vector v ∈ Lφ that satisfies v ≈ T (λ)v. We assume that
v(s) = φ(s)T θ, s ∈ S, where θ ∈ Rp is a parameter vector,
so that the algorithms learn the vector θ. If Φ is an M × p
matrix composed of p-vectors φ(s) as row vectors, we have
the representation vθ = Φθ.

In order to construct a consensus based distributed al-
gorithm for collaborative finding an approximation function
vθ ∈ Lφ by using observations from MDP(i), i = 1, . . . , N ,
we introduce the global Np-dimensional parameter vector
Θ = [θT1 · · · θTN ]T (dim{θi} = p) and define the following
constrained optimization problem

J(Θ) =
∑N
i=1 qiJi(θi) (2)

Subject to θ1 = · · · = θN = θ,

where Ji(θi) = 1
2

∑N
i=1 qi‖Πξi{T (λi)vθi − vθi}‖2ξi are the

local objective functions, qi > 0 a priori defined weighting
coefficients, λi the local λ-parameter and Πξi{·} the projection
onto the subspace Lφ w.r.t. the weighted Euclidean norm
‖v‖2ξi =

∑
s∈S ξi;sv(s)2 for a positive M -dimensional vector

ξi with components ξi;s, i = 1, . . . ,M (see [17], [25]). In
accordance with [17], [26], we take ξi to be the invariant
probability distribution for the local Markov chain MDP(i),

with the transition matrix P (i) induced by π(i) (ξTi P
(i) = ξTi ).

It follows that

∇J(θ) =
N∑
i=1

qi[Φ
TΞi(T

(λi)vθ − vθ) + (ΦTΞiP
(λi))Twi(θ)],

(3)
where ∇J(θ) = ∇J(Θ)|θ1=···=θN=θ, Ξi is the M × M
diagonal matrix with the components of ξi on the diagonal, and
wi(θ) represents the unique solution (in wi) of the equation
Φwi = Πξi{T (λi)vθ − vθ}, assuming that wi ∈ span{φ(s)};
it is possible to show that this equation is equivalent to
ΦTΞiΦwi = ΦTΞi(T

(λi)vθ − vθ) [17].
We define the “local” gradient temporal-difference updates

of the local parameter vectors using samples from the ex-
pression (3). However, before constructing distributed gradient
based temporal difference algorithms for learning θ, we need
some additional definitions. Recalling that agent i can observe
only the Markov chain induced by the behavior policy π(i),
the local importance sampling ratios ρi(s, s′) = P iss′/Pss′ for
s, s′ ∈ S, are introduced to compensate for the difference in
the dynamics of all the corresponding pairs of Markov chains,
i = 1, . . . , N ; denote ρi(n) = ρi(Si(n), Si(n + 1)), as well
as γi(n) = γ(Si(n)) [17], [26]. The local temporal-difference
term based on the observed transitions (Si(n), Si(n+ 1)) and
the reward Ri(n+ 1) is denoted as

δi(vθ;n) = ρi(n)(Ri(n+ 1) (4)
+ γi(n+ 1)vθ(Si(n+ 1))− vθ(Si(n))),

where vθ(Si(n)) is the approximation of the value function
obtained by the i-th agent using the parameter vector θ. The
sequences of local eligibility trace vectors {ei(n)} defined by

ei(n) = λi(n)γi(n)ρi(n− 1)ei(n− 1) + φ(Si(n)), (5)

where λi(n) ∈ [0, 1] is the local λ-parameter, i = 1, . . . , N
[17], [26].

We propose an algorithm composed of two main parts:
1) local parameter updates, based on the gradient descent
methodology using local observations, and 2) interchange of
the current estimates aimed at achieving consensus between
the agents.

The algorithm, denoted as D1-TDC(λ), contains, as its first
part, the algorithm TDC from [13]:

θ′i(n) = θi(n) + αi(n)qi[ei(n)δi(vθi(n);n)− ρi(n) (6)
×(1− λi(n+ 1))γi(n+ 1)φ(Si(n+ 1))ei(n)Twi(n)],

w′i(n) = wi(n) + βi(n)(ei(n)δi(vθi(n);n) (7)
−φ(Si(n))φ(Si(n))Twi(n))

where wi(n) are auxiliary p-vectors and vθi(n) = Φθi(n).
The initial values θi(0) are chosen arbitrarily; however, wi(0),
as well as ei(0), are assumed to satisfy wi(0), ei(0) ∈
span{φ(S)}, in order to achieve the desired convergence
properties. Sequences {αi(n)} and {βi(n)} are positive step
sizes, satisfying αi(n) << βi(n) (two-time-scale algorithm)
[13], [17]. The second part of the algorithm aimed at achieving
consensus is given by

θi(n+ 1) =
N∑
j=1

aij(n)θ′j(n), wi(n+ 1) = w′i(n), (8)
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where aij(n) are random variables, elements of a random
matrix A(n) = [aij(n)] [8], [25], [27]. If one adopts that the
available N MDP’s are connected by communication links in
accordance with a directed graph G = (N , E), where N is the
set of nodes and E the set of arcs, then matrix A(n) has zeros
at the same places as the graph adjacency matrix AG and is
row-stochastic, i.e.

∑N
j=1 aij(n) = 1, i = 1, . . . , N , ∀n ≥ 0

(properties of A(n) will be used in the convergence proof).
If we apply convexification to both θi and wi, i = 1, . . . , N

we obtain a second algorithm denoted as D2-TDC(λ). It is
obtained by keeping the first part of D1-TDC(λ) and the first
relation in (8) the same, while the second equation in (8)
becomes wi(n+ 1) =

∑N
j=1 aij(n)w′j(n).

A global model of the whole system, necessary for
the overall analysis, can be constructed in a straight-

forward way. Let X(n) = [Θ(n)T
...W (n)T ]T , Θ(n) =

[θ1(n)T · · · θN (n)T ]T , W (n) = [w1(n)T · · ·wN (n)T ]T ; sim-

ilarly, X ′(n) = [Θ′(n)T
...W ′(n)T ]T , together with the corre-

sponding vector components. Then, we have

X ′(n) = X(n) + Γ(n)F (X(n), n),

X(n+ 1) = diag{(A(n)⊗ Ip), (A(n)⊗ Ip)}X ′(n), (9)

where ⊗ denotes the Kronecker’s product, while
Γ(n) = diag{α1(n), . . . , αN (n), β1(n), . . . , βN (n)}
⊗Ip, F (X(n), n) = [F θ(X(n), n)T , Fw(X(n), n)T ]T ,
F θ(X(n), n) = [q1g1(θ1(n), w1(n), Z1(n))T + ei(n)Tωi(n+

1)
... · · ·

...qNgN (θN (n), wN (n), ZN (n))T + ei(n)Tωi(n + 1)]T

and Fw(X(n), n) = [k1(θ1(n), w1(n), Z1(n))T +

e1(n)Tω1(n + 1)
... · · ·

...kN (θN (n), wN (n), ZN (n)) +
eN (n)TωN (n+ 1)]T ,

gi(θ, w, z) =eδ̄i(s, s
′, vθ)− ρi(s, s′)

× (1− λi(s′))γ(s′)φ(s′)eTw, (10)

and
ki(θ, w, z) = eδ̄i(s, s

′, vθ)− φ(s)φ(s)Tw, (11)

with Zi(n) = (Si(n), ei(n), Si(n + 1)), δ̄i(s, s
′, vθ) =

ρi(s, s
′)(ri(s, s

′) + γ(s′)vθ(s
′)− vθ(s)), and ri(s, s′) is one-

step expected reward following policy π(i) when transitioning
from state s to s′.

Hence, the multi-agent network can be taken as a tool for
exploitation of complementary capabilities of different agents,
for improvement of performance by obtaining better final
value function approximation by adequate selection of the
behavior policies and their proper weighting, and for reduction
of the variance of the estimates by averaging over the network
nodes. It is important to preserve system decentralization by
avoiding any centralized fusion center for data processing and
decision making, ensuring in such a way to its scalability and
robustness.

III. CONVERGENCE ANALYSIS

A. Preliminaries

1) Properties of the State-Trace Processes: Under the be-
havior policies π(i) and state-dependent λ, the state-trace

processes are defined as {Si(n), ei(n)}. It has been shown
that these processes are Markov chains with the weak Feller
property [17], [26]. In the context of our analysis, we have the
following important result [17], [26]:

a) the state-trace weak Feller-Markov chain process has a
unique invariant probability measure ζi; for each initial condi-
tion the occupation probability measure converges weakly to
ζi [17, Theorem 2.1(i)];

b) if Eζi{·} denotes the expectation for the stationary state-
trace process with initial distribution ζi, then Eζi{‖f(Z0)‖} <
∞ and 1

n

∑n−1
j=0 f(Zi(j)) converges to Eζi{f(Zi(0))} in

mean and a.s., where f(·) is a Lipschitz continuous function
[17, Theorem 2.1(ii)].

The results a) and b) are used to prove the following:
1) Eζi{φ(Si(0))φ(Si(0))T } = ΦTΞiΦ; 2) Eζi{ei(0)
δi(v; 0)} = ΦTΞi(T

(λi)v − v), ∀v ∈ RM 3)
Eζi{ei(0)ρi(0)(φj(Si(0)) − γ(1)φj(Si(1)))} = ΦTΞi(I −
P (λi))Φj , 1 ≤ j ≤ p; 4) Eζi{ei(0)ρi(0)(1 −
λi(1))γ(1)φj(Si(1))} = ΦTΞiP

(λi)Φj , 1 ≤ j ≤ p; where
φj(·) is the j-th component of φ(·) and Φj the j-th column
vector of Φ [17, Proposition 2.1].

Based on the above results, we have

ḡi(θi, wi) =Eζi{gi(θi, wi, Zi(0))} (12)

= ΦTΞi(T
(λi)vθi − vθi)− (ΦTΞiP

(λi)Φ)T ,

k̄i(θi, wi) =Eζi{ki(θi, wi, Zi(0))} (13)

= ΦTΞi(T
(λi)vθi − vθi)− ΦTΞiΦwi,

Recalling that for any given θi there is a unique solution wi(θi)
to the linear equation k̄i(θi, wi) = 0, wi ∈ span{φ(S)}, we
obtain that ḡi(θi, wi(θi) = −∇Ji(θi).

Based on the above definitions, we have:
Lemma 1 ( [17]): Under (A1), the following holds for each

θi and wi and each compact set Di ⊂ Zi:
a) limm,n→∞

1
m

∑n+m−1
s=n En{ki(θi, wi, Zi(s + 1)) −

k̄i(θi, wi)}I(Zi(n) ∈ Di) = 0 in mean,
b) limm,n→∞

1
m

∑n+m−1
s=n En{gi(θi, wi, Zi(s + 1)) −

ḡi(θi, wi)}I(Zi(n) ∈ Di) = 0 in mean,
where En{·} denotes the conditional expectation given
(Zi(0), · · · , Zi(n)) and I(·) is the indicator function.

B. Convergence Proof

Define Ψ(n|k) = A(n) · · ·A(k) for n ≥ k, Ψ(n|n + 1) =
IN . Let Fn be an increasing sequence of σ-algebras such that
Fn measures {X(k), k ≤ n,A(k), k < n}.

We introduce the following assumptions:
(A2) There is a scalar α0 > 0 such that aii(n) ≥ α0, and,

for i 6= j, either aij(n) = 0 or aij(n) ≥ α0.
(A3) For all n there are a scalar p0 > 0 and an integer n0

such that PFn{agent j communicates to agent i on the interval
[n, n+ n0]} ≥ p0, i, j = 1, . . . N .

(A4) The digraph G is strongly connected.
(A5) Sequence {A(n)} is independent of the processes in

MDP(i), i = 1, . . . , N .
(A6) There is a N×N matrix Ψ̄ such that E{|Ek{Ψ(n)}−

Ψ̄|} → 0 as n−k →∞, which has the form Ψ̄ = [Ψ̂ · · · Ψ̂]T ,
where Ψ̂ = [ψ̄1 · · · ψ̄N ]T (| · | denotes the infinity norm).
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(A7) Sequence {X(n)} is tight.
Theorem 1: Let (A1)–(A7) hold. Let Xα,β(n) be generated

by D1-TDC(λ) with α(n) = α and β(n) = β, and let both
wα,βi (0) = wα,βi,0 and ei(0) = ei,0 ∈ span{φ(S)}. Define
Xα,β(0) by limβ→0,α/β→0X

α,β
0 = [θT0 · · · θT0 wT1,0 · · ·wTN,0]T ,

according to [25], [28]. Then Xα,β(·) is tight and con-
verges weakly at the fast time-scale to a process W (·) =
[w1(·)T · · ·wN (·)T ]T generated by

ẇi = k̄i(θi, wi), (14)

for i = 1, . . . , N , and any given θ1, . . . , θN , with wi,0 ∈
span{φ(S)}, i = 1, . . . , N , and at the slow time-scale to
Θ(·) = [θ(·)T · · · θ(·)T ]T , where

θ̇ =
N∑
i=1

ψ̄iqiḡi(θ, wi(θ)), (15)

with the initial condition θ0, where wi(θ) is the unique solution
(w.r.t. wi) of the equation

k̄i(θ, wi) = Giθ + bi −Hiwi = 0. (16)

Moreover, for any integers n′α,β such that αn′α,β → ∞ as
α → 0, there exist positive numbers {Tα,β} with Tα,β → ∞
as (β, α/β)→ 0 such that for any ε > 0

lim sup
β→0,α/β→0

P{(θi(n′α + k)) /∈ Nε(Σ̄θ)} = 0 (17)

for some k ∈ [0, Tα,β/α], where Nε(·) denotes the ε-
neighborhood, while Σ̄θ is the set of points θ̄ ∈ Rp defined
by

∑N
i=1 ψ̄iqiG

T
i wi(θ̄) = 0.

Proof: The proof can be derived from the general results
related to weak convergence of two time-scale stochastic
approximation algorithms from [24] (paragraph 8.6) and [4]
(Section 3.1), as well as from the specific results presented
in [28]. We will not pursue here complex technical details
related to the first part of the theorem, since they do not
contain any additional aspect interesting from the point of
view of the multi-agent system as a whole. We will indicate
only some characteristic details related to the attached mean
ODE, describing the algorithm asymptotics. Namely, for the
fast time-scale we have (14) as a consequence of the fact that
(α/β)ḡi(θ, w) is negligible when β, α/β → 0. Therefore, for
any given θ there is a unique solution wi(θ)) (w.r.t. wi) to the
linear equation k̄i(θ, wi) = 0, wi ∈ span{φ(S)}. Therefore,
at the slow time scale we have the mean ODE (14).

In order to prove (17), we study the limit set E =
∩t≥0cl{θ(t)|t ≥ t̄} of (14). We introduce the Lyapunov
function

V (θ) =

N∑
i=1

ψ̄iqiJi(θ), (18)

according to (2). We have further

V̇ (θ) = 〈
N∑
i=1

ψ̄iqi∇Ji(θ),−
N∑
i=1

ψ̄iqiḡi(θ, wi(θ)〉

= −‖
N∑
i=1

ψ̄iqiḡi(θ, wi(θ)‖2. (19)

It follows that V̇ (θ) = 0 if θ ∈ Σ̄θ; if θ /∈ Σ̄θ, then,∑N
i=1 ψ̄iqiḡi(θ, wi(θ) 6= 0 and hence V̇ (θ) < 0, from which

the results follows.
Algorithm D2-TDC(λ) has similar properties as the algo-

rithm D1-TDC(λ); however, its convergence points at consen-
sus are different, having in mind that it contains implicitly
the additional constraint that all the values of wi at consensus
have to be equal. Obviously, this implies differences in the
convergence points at the slow time-scale. We shall not provide
a complete presentation of the convergence properties of the
algorithm in this case for the lack of space. We shall only
specify the limit set of the corresponding ODE: it is defined
by Σ̄ = Σ̄θ × Σ̄w, the set of points x̄ = [θ̄T w̄T ]T ∈ R2p

satisfying

Ḡθ̄ + ḡ − H̄w̄ = 0, ḠT w̄ = 0, (20)

where Ḡ =
∑N
i=1 ψ̄iqiΦ

TΞi(P
(λi) − I)Φ,

b̄ = ΦT
∑N
i=1 ψ̄iqiΞir

(λi)
π , r(λi)

π is a constant M -vector
in the affine function T (λi)(·), while H̄ =

∑N
i=1 ψ̄iqiΦ

TΞiΦ.
We introduce in this case the Lyapunov function

V (θ, w1, . . . wN ) =
1

2
‖θ − θ̄‖2 +

1

2
‖w − w̄‖2, (21)

where θ̄ and w̄ are given by (20). We have directly

V̇ (θ, w) = 〈θ − θ̄, ḠTw〉+ 〈w − w̄, Ḡθ + b̄− H̄w〉
= −〈w − w̄, H̄(w−w̄)〉. (22)

Therefore, V̇ (θ, w) < 0 for wi ∈ span{φ(S)} and w 6= w̄,
showing that ŵ = w̄ if [θ̂T ŵT ]T ∈ E and ŵ ∈ span{φ(S)}.
Similarly, we can demonstrate that if [θ̂T w̄T ]T ∈ E, then θ̂ =
θ̄. In such a way we infer that for initial conditions wi(0) ∈
span{φ(S)} the limit set is the set Σ̄.

IV. DISCUSSION

A. Following [17], it is easily possible to construct a con-
strained version of the proposed algorithm and to prove their
weak convergence, introducing projections on the constraint
sets in the form of closed balls in Rp centered at the origin
and with sufficiently large radii. We shall only mention at this
point that assumption (A7) can be removed in the case of
the constrained algorithms. Also, one has to take into account
that the asymptotic ODE’s contain now the boundary reflection
terms, influencing, in general, the definition of their limit sets
[17]. Notice that [4] contains also an analysis devoted to the
constrained algorithms, starting from different formulation of
the projection sets.

B. The role of convexification of wi, introduced in D2-
TDC(λ) remains to be additionally clarified. Obviously, D1-
TDC(λ) follows from the basic local relations Φwi =
Πξi{T (λi)vθ−vθ} providing the unique solutions wi(θ) for all
θ, i = 1, . . . , N . The algorithm D2-TDC(λ) is based on the
additional constraint w1(θ) = · · · = wN (θ) = w(θ), where
w(θ) is the unique solution of

ΦT (

N∑
i=1

ψ̄iqiΞi)Φw(θ) =

N∑
i=1

ψ̄iqiΠξi{T (λi)vθ − vθ}. (23)
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It is straightforward to show that we have

ΦT (
N∑
i=1

ψ̄iqiΞi)Φw(θ) = ΦT
N∑
i=1

ψ̄iqiΞiΦwi(θ), (24)

for any given θ. Consequently, convergence points for θ are,
accordingly, different for D1-TDC(λ) and D2-TDC(λ). Only
in the case of equal λ-parameters and equal behavior policies
for all the agents both algorithms provide the same solution.

C. The proposed multi-agent algorithm can be considered
from two viewpoints: 1) as a tool for organizing coordinated
actions of multiple agents contributing to a common goal and
2) as a parallelization tool, allowing faster convergence. In the
first case, the agents can have: 1) different behavior policies
and 2) different ways of defining local λ-parameters. The
choice of weighting factors ψ̄iqi can help, in this sense, to
place more emphasis on those agents that can provide greater
contribution to the overall goal. It is an open question how the
nature of the given set of MDPs influences the choice of qi,
and vice versa, how to choose local behavior policies, having
in mind the type of coordination offered by the communication
network. Practically, it is obvious that complementary actions
with adequate weights, covering possibly overlapping subsets
of MDP states, can contribute significantly to the overall rate
of convergence.

D. All the above theorems show that the proposed algorithm
converges weakly to the defined fix points; clearly, these points
depend on the products ψ̄qi. Therefore, one of the prerequisites
for final planning of the whole system is the network design,
including the network topology and the numerical values of
the convexification coefficients defining matrix A(n). If one
adopts a time invariant network, the problem reduces to the
definition of the elements of an N × N matrix A providing
ψ̄i = 1

N (having in mind the initial freedom in selecting the
weights qi). Then, one has to solve the standard equation
1TA = 1T , where 1T = [1 · · · 1]T , which always has a
solution satisfying the given constraints (aij ≥ 0,

∑
j aij = 1)

[8].
E. One of the main problems related to the applications of

temporal difference learning algorithms is large variance of
eligibility traces and, consequently, of the parameter estimates
in the value function approximation problems. In this sense,
introduction of the consensus based multi-agent methodology
provides a possibility for variance reduction, based on the
intrinsic noise averaging over the set of network nodes. This
statement holds for the distributed TDC algorithms proposed
in this paper. More detailed formal analysis of the asymptotic
variance can be based on the methodology proposed in [4]
using asymptotic stochastic differential equations attached to
the algorithm.

V. SIMULATION RESULTS

In this section we illustrate the discussed properties of the
proposed algorithm by applying it to a version of the Boyan’s
chain shown in Fig. 1 [13], [23], [25], [28].

We assume that the discount factor is γ = 0.85. The policy
which can chosen at each state is the probability of selecting
the exit action aexit at state s. The reward for exiting is

�
����

�
�1 2 3 14 15

�
����

Fig. 1. Diagram of the simulated MDP
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Fig. 2. Value function approximation obtained using D1-TDC(λ) in which
the agents have behavior policies such that they can individually visit only a
subset of the states. True value function is shown using blue line.

r(s, aexit, s′) = −4 for all s and s′, but the probability of
staying in the same state (jammed) is fixed to 0.2. If we choose
action ah the reward is r(s, ah, s′) = −1 for all s and s′, but
the probability of staying in the same state grows with the
state number as 1− 1

s , where s it the state number. The target
policy is the stationary policy π(s, aexit) = 0.8. We assume 10
agents with time-invariant communication network connected
only to a few randomly chosen neighbors. The agents can only
obtain 7-features Gaussian radial basis representations of the
state vector as functions of distances to the states 1, 3, 5, 7,
9, 11 and 13. Since the chain has an absorbing state we run
the algorithms in multiple episodes.

In the first experiment, we assume that the behavior policies
are such that the agents can individually visit only a subset
of the states; hence, they are not able to estimate the value
function without collaboration. While visiting the allowed
subsets of the states the agents have different behavior policies.
In Fig. 2 the value function approximation obtained for this
case is shown for the D1-TDC(λ) algorithm, after 20 episodes,
where each agent also uses different λ parameter.

In the second experiment we demonstrate the denoising
effect of the introduced distributed algorithms. We assume
that the agents have the same stationary behavior policies
as above, but that they all start in state 1 and are able to
advance to the final state 15. In Fig. 3, the value function
approximation obtained after 8 episodes using D2-TDC(λ) is
represented for step sizes α = 0.01, β = 0.5 (two time scales).
The true value function is depicted using the dashed line. It
can be seen that the approximation is better for the states
zi ∈ {1, 3, 5, 7, 9, 11, 13}, since these are references for the
radial basis representation (it is not possible to converge to
the true value function because of the radial basis functions
approximation). As can be seen from the figure, the agents
have practically achieved consensus. Fig. 4 shows the param-
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Fig. 3. Value function approximation obtained using D2-TDC(λ) in which
all the agents have behavior policies such that they can visit all the states.
True value function is shown using blue line.
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Fig. 4. Parameter estimates for all the agents using D2-TDC(λ) in the second
experiment.

eter estimates θi(n) as functions of the number of iterations n
which obviously have lower variance compared to the single
agent case (Fig. 5).
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Optimizing Convergence Speed in
Adaptive Consensus Algorithms

Nemanja Ilić, Miloš S. Stanković and Srdjan S. Stanković

Abstract—In this paper multi-step adaptive consensus algo-
rithms for distributed information processing via networks of
intelligent sensors are considered. Network nodes are assumed
to have limited resources in view of the limited connectivity
range and the local availability of measurements (limited sensing
range). Consensus schemes aimed at achieving the weighted
average of node states (local information processing results)
by utilizing the locally available communication channels are
discussed. The setting where the adaptive asymptotic consensus
weights reflect assertions about the individual node quality
as well as the real-time measurement availability is adopted.
Within this context, the paper proposes practically convenient
procedure for designing the adaptive communication weights
exhibiting the fastest convergence speed of the resulting consensus
scheme, and proves the claimed optimality. This issue is of
great importance for reducing sensor network communication
requirements and increasing its energy efficiency. A number of
numerical examples are given, illustrating the algorithm behind
the proposed procedure and demonstrating its effectiveness.

Index Terms—Sensor networks, Adaptive consensus, Conver-
gence speed, Optimization.

I. INTRODUCTION

The problem of signal and information processing via sensor
networks has attracted a great deal of scientific interest over
the past few decades, e.g., [1], [2]. Distributed algorithms
have been in the focus of many researchers, due to their high
potential for increasing the robustness and fault tolerance of
the resulting schemes. Among various types of distributed
schemes, consensus algorithms have emerged as one of the
dominantly used protocols for reaching the agreement of
different nodes in the network regarding variables connected
to the global processing task [3], [4].

The application domain of consensus algorithms has been
very wide. Consensus has been used in distributed state
estimation [2], [5], [6], [7], fault diagnosis [8], [9], change
detection [10], [11], [12], [13], optimization [14], target track-
ing [15], [16], [17], [18], [19], [20], etc. All of these solutions
inherently adopt the local connectivity assumption, i.e., nodes
in the network are connected only to their neighboring nodes;
all-to-all connections are usually not considered since they
correspond to the centralized schemes.

One of the major challenges for the successful application
of consensus schemes has been to appropriately address the
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Technical Sciences, 37000 Kruševac, Serbia and Vlatacom Institute, 11000
Belgrade, Serbia; E-mail: nemili@etf.rs
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problem of some sensors not receiving measurements con-
nected to the global processing task at a given time instant, i.e.,
the problem of local observability [21], [22]. This represents
the special case of a more general setting with discrepant
local processing results - different nodes in the network obtain
local variables with different “quality”, which can be related
to both a priori assertions about the nodes (e.g., connected to
local measurement error covariances [9], [12], [13]), as well
as to real-time assertions (e.g., reflecting the fact that a node
does or does not receive measurements at a given time instant
[15], [17], or receives them with high or low probability [16],
[23]). In any case, this issue has to be taken into account
when designing the consensus communication scheme, so that
the achieved agreement is dominantly influenced by the “high
quality” nodes. The so-called adaptive consensus schemes
[15], [16] have demonstrated their effectiveness in solving
the problems with discrepant local processing results. The
proposed algorithms in [23], [17] solve the problem by using
multiple consensus iterations at each time instant and by
adopting the desirable asymptotic behavior of the consensus
scheme, resembling the two parallel passes scheme from [24].

When applying any communication procedure in the context
of sensor networks, and, in particular, when applying the
multi-step consensus schemes, it is very important to reduce
the needed communication burden. This represents an issue
that must be taken into account, having in mind the imposed
energy efficiency imperatives when working with sensor net-
works. In this paper we address the problem of designing the
adaptive consensus weights exhibiting the fastest convergence
speed, and propose a practically convenient procedure as a so-
lution. We also prove the optimality of the proposed solution,
extending the classical results from [25]. The adopted problem
setting is general and can be applied to different application
scenarios, such as distributed state estimation, target tracking,
change detection, optimization, etc. A number of numerical
examples are given, illustrating the underlying steps behind
the proposed procedure and demonstrating its effectiveness.

The outline of the paper is as follows. Problem setting and
the used adaptive multi-step consensus algorithm are described
in Section II. Section III deals with the problem of optimiz-
ing the consensus scheme convergence speed. Characteristic
numerical simulations are given Section IV, while concluding
remarks are stated in Section V.

II. ADAPTIVE CONSENSUS ALGORITHM

A. Problem Definition

Assume that we have a network of N intelligent sen-
sors, represented by a directed graph G = (N , E), where
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N = {1, . . . , N} is the set of nodes and E = {(i, j)} is
the set of directed links from node i to node j. Let A be the
adjacency matrix of G. We shall assume that the network is
aimed at performing a global information processing task in a
distributed manner, based on the locally available information
and real-time communication via the available communication
links (local connectivity assumption). In order to accomplish
the adopted global task, we assume that each node locally
processes its state vector:

ξi(t|t) = ξi(t|t− 1) + Fi (zi(t)) , (1)

where ξi represents the state vector (size n × 1) of the
node i, Fi its local filtering function, and zi locally available
measurements. This setting encompasses typical distributed
estimation and tracking problems, as well as distributed change
detection, optimization and calibration tasks. Importantly, we
shall assume that different nodes in the network can be in
different real-time situations regarding the availability of mea-
surements (local observability assumption), so that the quality
of the individual filtering processes can differ significantly in
time. In this respect, we shall further assume that each node
can estimate the quality of its local filtering process, resulting
in the scalar local weight γi(t) ∈ (0, 1], reflecting quality
of the estimate ξi(t|t). These weights γi(t) typically directly
reflect the availability of measurements (as in target tracking
scenarios where only part of the nodes observe the target).

The nodes subsequently exchange information on their
states and perform local predictions:

ξi(t+ 1|t) = Pi

∑
j∈Ji

cij(t)ξj(t|t)

 , (2)

where Pi is the local prediction function, and cij(t), i, j =
1, . . . , N , are time varying weights reflecting the real-time
communication weights between the nodes, such that N ×N
matrix C(t) = [cij(t)] (consensus matrix) is row-stochastic
for all t, Ji = Ni ∪ {i}, where Ni is the set of in-neighbors
of the i-th node, e.g., [1], [26], [27].

We see that the proposed setting requires the exchange of
node states only (size n×1) between the nodes (compare with
[22], [19]). It contains two parts: 1) the filtering part, in which
the local measurements are processed, and 2) the prediction
part, in which the agreement between the nodes is enforced
by forming a convex combination of the communicated local
states, which are then included in the prediction step, e.g., [1],
[4], [26].

B. Multi-Step Scheme

The main idea behind the adaptive consensus scheme dis-
cussed in the paper is to use the locally available weights
γi(t) in the design process of the consensus weights cij(t),
so that the corresponding consensus scheme potentiates the
states with high γi(t). To this end, we shall apply the so-
called multi-step consensus, and design such a scheme where
the asymptotic consensus weight connected to ξi(t|t) will be
proportional to γi(t). Moreover, in order to propose a general
solution, we shall assume that each node i is associated with
the weight wi, reflecting a priori assertions about the quality

of that node, so that the desired asymptotic consensus weights
will be

c∞ij (t) =
wjγj(t)∑N

j′=1 wj′γj′(t)
. (3)

Consequently, after the communication scheme is applied, all
the nodes will have estimations that are mostly influenced by
the “high quality” nodes, both in terms of a priori as well as
real-time quality assertions. Of course, in the case of equal a
priori weights, we will have c∞ij (t) = γj(t)/

∑N
j′=1 γj′(t).

In order to accomplish the set task, we shall apply K
consensus steps at each time instant t. In each consensus step,
the nodes will exchange the variables based on γi(t) as well
as the local states. The variables will be used for weighting the
communicated states. Before the consensus scheme is applied,
we need to obtain matrix B, which represents a consensus
matrix based on A used in communicating local weights γi(t)
between the nodes, such that

lim
K→∞

BK = 1wT , (4)

where 1 represents a vector of ones of appropriate size, and
w a priori weight vector w = [w1 · · ·wN ]T . Such a matrix
satisfies wTB = wT [4], [1], [14]. It can be shown that this
equation has, in principle, infinitely many solutions, using the
procedure analogous to the one from [14]. Solving it requires
the knowledge of network topology; it is performed only once
for a fixed topology (see the following section).

Let γ[κ]i (t) and ξ[κ]i (t|t), κ = 1, . . . ,K, be the weight and
the state of the i-th node connected to the κ-th consensus step,
respectively. We shall start from

γ
[1]
i (t) = γi(t), ξ

[1]
i (t|t) = ξi(t|t).

In this first consensus step, the nodes exchange γ
[1]
i (t) and

their states ξ[1]i (t|t). The weights γ[1]i (t) are being exchanged
through B, so that the corresponding consensus matrix that
defines the weights for the communicated states is

C [κ](t) =
(
B · diag

(
γ
[κ]
1 (t), . . . , γ

[κ]
N (t)

))
rs
, (5)

κ = 1, where (·)rs denotes an operator making the resulting
matrix row-stochastic - it divides elements of each row of the
argument matrix by the corresponding row sums.

Now that we have the consensus matrix C [κ](t) = [c
[κ]
ij (t)],

i, j = 1, . . . , N , the local states are obtained by

ξ
∗[κ]
i (t|t) =

∑
j∈Ji

c
[κ]
ij (t)ξ

[κ]
j (t|t), (6)

where star denotes the states obtained after the consensus step
is applied.

For the next consensus step, our design requires that
the weight of each node corresponds to the sum of
the weights it received previously, so that γ[κ+1](t) =
[γ

[κ+1]
1 (t) · · · γ

[κ+1]
N (t)]T becomes:

γ[κ+1](t) = B · diag
(
γ
[κ]
1 (t), . . . , γ

[κ]
N (t)

)
· 1 = B · γ[κ](t).

(7)
Also,

ξ
[κ+1]
i (t|t) = ξ

∗[κ]
i (t|t). (8)
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At this point one can proceed with (5) and (6) for κ + 1
and likewise repeat the described procedure for the total of K
consensus steps.

It is straightforward to show that the consensus parameters
cij(t) in (2) obtained by applying K consensus steps are:

[cij(t)] = C(t) = C [K](t) · C [K−1](t) · . . . · C [1](t)

=

[
bKij γ

[1]
j (t)∑n

j=1 b
K
ij γ

[1]
j (t)

]
, (9)

where [bKij ] = BK (B to the power of K). Under the usual
assumption that G is strongly connected [4], [14], we select
B satisfying (4), and readily obtain:

lim
K→∞

ξ
∗[K]
i (t|t) =

∑
j∈Ji

c∞ij (t)ξj(t|t), (10)

where

[c∞ij (t)] =


w1γ1(t)

w1γ1(t)+···+wNγN (t) · · · wNγN (t)
w1γ1(t)+···+wNγN (t)

...
. . .

...
w1γ1(t)

w1γ1(t)+···+wNγN (t) · · · wNγN (t)
w1γ1(t)+···+wNγN (t)

 ,
which represents the desired result from (3)

III. OPTIMIZING CONVERGENCE SPEED

In order to have a complete algorithm, we have to define
a constant matrix B in (5) and (7) according to (4), for a
given network topology and choice of w. Since our concern
is to achieve the fastest convergence to consensus (maximally
reducing the communication efforts), the formal problem to
be solved is [25]:

minimize r(B − 1wT ) with respect to B

subject to wTB = wT and B1 = 1, (11)

where r(·) is equal to either the spectral radius ρ(·) or the
spectral norm ‖ · ‖S (see [25]). It is possible to reduce
the number of degrees of freedom by introducing additional,
practically justifiable constraints on A.

Let B have equal non-diagonal non-zero elements in each
column (an analogous row-wise assumption can be used as
well), i.e., B =

∑
k,k 6=1(1−αcka1k) αc2a12 ··· αcna1n

αc1a21
∑

k,k 6=2(1−αcka2k) ··· αcna2n

...
...

. . .
...

αc1an1 αc2an2 ···
∑

k,k 6=n(1−αckank)

 ,
where α represents a scaling factor, cj are the elements of the
normalized vector of column values

c = [c1 · · · cN ]T ,

so that 1T c = 1, and aij are the elements of the adjacency
matrix A of the digraph G.

Formally, first we have to solve the standard equation

wTB = wT , (12)

for the unknown parameters in B under the given topology
constraints. It is straightforward to show that (12) reduces to

L̃Twc = 0, (13)

where L̃w is in the form of a weighted Laplacian matrix of
the underlying graph G [28], i.e., L̃w =
∑
k,k 6=1 wka1k −w2a12 · · · −wna1n
−w1a21

∑
k,k 6=2 wka2k · · · −wna2n

...
...

. . .
...

−w1an1 −w2an2 · · ·
∑
k,k 6=n wkank

 .
If G is strongly connected (which is a standard topology as-

sumption within similar contexts [14]), we have rank(L̃w) =
N−1 [4], [14]. Thus, (13) represents a system of N−1 linearly
independent equations with N unknowns, which, combined
with 1T c = 1, yields a unique solution for c.

On the other hand, it is easy to see that

B = I − αL̃c, (14)

where L̃c is in the form of another weighted Laplacian matrix,
i.e., L̃c =
∑
k,k 6=1 cka1k −c2a12 · · · −cna1n
−c1a21

∑
k,k 6=2 cka2k · · · −cna2n

...
...

. . .
...

−c1an1 −c2an2 · · ·
∑
k,k 6=n ckank

 .
Now, we can directly generalize the results from [25] to
conclude that (4) is achieved for

0 < α <
2

λ1(L̃c)
, (15)

where λi(·) denotes the i-th largest eigenvalue of the argument
matrix. Further, the optimal choice of α in view of (11) is

α =
2

λ1(L̃c) + λN−1(L̃c)
. (16)

It is to be noted that simple bounds that give choices that do
not require exact knowledge of the Laplacian spectrum can be
used as well [25].

IV. SIMULATION EXAMPLES

We shall consider a sensor network with N = 10 nodes,
randomly dispersed within a square area, and connected if the
corresponding inter-distance is less than half of the side of the
square (the so-called Geometric Random Graph topology). In
order to show that our proposed methodology is applicable
to the general case of digraphs, approximately 25% of two-
way connections is randomly made one-way. One obtained
realization of such a network, together with its communication
topology, is shown in Fig 1. The corresponding adjacency
matrix is

A =



0 0 1 1 0 1 1 0 0 1
1 0 0 1 0 0 1 0 0 0
1 1 0 0 0 0 1 0 0 0
1 1 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 1
0 0 1 0 0 0 1 1 0 1
1 1 0 0 0 1 0 0 0 1
0 0 0 0 1 1 0 0 0 0
1 0 0 0 0 0 0 0 0 1
1 0 0 0 1 1 1 0 1 0


.
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Fig. 1. Sensor network with its communication topology.

First, we shall consider the average consensus problem, i.e.,
the case when we have

w = [ 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 ]T .

The corresponding weighted Laplacian matrix is

L̃w =



0.6 0 -0.1 -0.1 0 -0.1 -0.1 0 0 -0.1
-0.1 0.3 0 -0.1 0 0 -0.1 0 0 0
-0.1 -0.1 0.2 0 0 0 -0.1 0 0 0
-0.1 -0.1 0 0.2 0 0 -0.1 0 0 0

0 0 0 0 0.2 0 0 -0.1 0 -0.1
0 0 -0.1 0 0 0.4 -0.1 -0.1 0 -0.1

-0.1 -0.1 0 0 0 -0.1 0.6 0 0 -0.1
0 0 0 0 -0.1 -0.1 0 0.2 0 0

-0.1 0 0 0 0 0 0 0 0.1 -0.1
-0.1 0 0 0 -0.1 -0.1 -0.1 0 -0.1 0.5


.

By coupling (13) (for example, taking the first N − 1 inde-
pendent rows) with 1T c = 1, we come to

0.6 -0.1 -0.1 -0.1 0 0 -0.1 0 -0.1 -0.1
0 0.3 -0.1 -0.1 0 0 -0.1 0 0 0

-0.1 0 0.2 0 0 -0.1 0 0 0 0
-0.1 -0.1 0 0.2 0 0 0 0 0 0

0 0 0 0 0.2 0 0 -0.1 0 -0.1
-0.1 0 0 0 0 0.4 -0.1 -0.1 0 -0.1
-0.1 -0.1 -0.1 -0.1 0 -0.1 0.6 0 0 -0.1

0 0 0 0 -0.1 -0.1 0 0.2 0 0
0 0 0 0 0 0 0 0 0.1 -0.1
1 1 1 1 1 1 1 1 1 1


· c =



0
0
0
0
0
0
0
0
0
1


,

and readily obtain

c = [ 0.08 0.08 0.11 0.11 0.10 0.09 0.06 0.09 0.18 0.10 ]T .

The corresponding weighted Laplacian matrix is given by
L̃c =

0.47 0 -0.11 -0.11 0 -0.09 -0.06 0 0 -0.10
-0.08 0.25 0 -0.11 0 0 -0.06 0 0 0
-0.08 -0.08 0.22 0 0 0 -0.06 0 0 0
-0.08 -0.08 0 0.22 0 0 -0.06 0 0 0

0 0 0 0 0.19 0 0 -0.09 0 -0.10
0 0 -0.11 0 0 0.36 -0.06 -0.09 0 -0.10

-0.08 -0.08 0 0 0 -0.09 0.35 0 0 -0.10
0 0 0 0 -0.10 -0.09 0 0.19 0 0

-0.08 0 0 0 0 0 0 0 0.18 -0.10
-0.08 0 0 0 -0.10 -0.09 -0.06 0 -0.18 0.50


.
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Fig. 2. Spectral radius of B − 1wT for different values of α.

Now that we have L̃c, we can design the matrix B from (14)
by choosing the scaling factor α. Plotting the spectral radius
of B − 1wT for different values of α (Fig. 2), we see that
the minimal value and fastest convergence is obtained exactly
for α = 2/(λ1(L̃c) + λN−1(L̃c)) = 2.79, while the stability
boundary is reached for α = 2/λ1(L̃c) = 3.15. The resulting
matrix B providing the fastest consensus is

B =



-0.31 0 0.30 0.30 0 0.25 0.16 0 0 0.28
0.22 0.31 0 0.30 0 0 0.16 0 0 0
0.22 0.23 0.39 0 0 0 0.16 0 0 0
0.22 0.23 0 0.39 0 0 0.16 0 0 0

0 0 0 0 0.46 0 0 0.26 0 0.28
0 0 0.30 0 0 -0.01 0.16 0.26 0 0.28

0.22 0.23 0 0 0 0.25 0.02 0 0 0.28
0 0 0 0 0.27 0.25 0 0.48 0 0

0.22 0 0 0 0 0 0 0 0.50 0.28
0.22 0 0 0 0.27 0.25 0.16 0 0.50 -0.40


.

We shall further consider the weighted consensus case. For
example, let the weight vector be

w = [ 0.05 0.16 0.08 0.12 0.22 0.06 0.09 0.06 0.06 0.11 ]T .

Similarly as above, we obtain

c = [ 0.04 0.11 0.16 0.12 0.21 0.07 0.05 0.07 0.08 0.10 ]T ,

and the fastest convergence is achieved for α = 3.1, while
the stability boundary is reached for α = 3.35. The resulting
matrix B providing the fastest consensus is

B =



-0.52 0 0.49 0.36 0 0.21 0.15 0 0 0.31
0.11 0.38 0 0.36 0 0 0.15 0 0 0
0.11 0.33 0.40 0 0 0 0.15 0 0 0
0.11 0.33 0 0.40 0 0 0.15 0 0 0

0 0 0 0 0.48 0 0 0.21 0 0.31
0 0 0.49 0 0 -0.16 0.15 0.21 0 0.31

0.11 0.33 0 0 0 0.21 0.04 0 0 0.31
0 0 0 0 0.65 0.21 0 0.14 0 0

0.11 0 0 0 0 0 0 0 0.57 0.31
0.11 0 0 0 0.65 0.21 0.15 0 0.25 -0.38


.

In order to show the effectiveness of our solution, we
shall compare the aggregated consensus results (powers of
the matrix B) in the optimized convergence speed case (with
α = 2/(λ1(L̃c)+λN−1(L̃c)), shown in Fig. 3), to one example
of the non-optimized case (with α = 1, shown in Fig. 4). It
can be clearly seen that the desired asymptotic weights are
reached much faster with the optimized solution.
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Fig. 3. Values of all rows of BK when B is optimized; asymptotic weights w are illustrated with red dots.
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Fig. 4. Values of all rows of BK when B is not optimized; asymptotic weights w are illustrated with red dots.

Finally, as a small proof-of-concept example, we shall
assume that the nodes states directly reflect the received scalar
measurements; for all the nodes except nodes 5 and 8 these
are randomly sampled from the Gaussian distribution with
µ = 100 and σ = 10 (we assume that these are low qual-
ity measurements with corresponding weights γi = 0.001),
while for nodes 5 and 8 the measurements are randomly
sampled from the Gaussian distribution with µ = 10 and
σ = 1 (high quality measurements with corresponding weights
γi = 0.99). We adopt equal a priori weights wi for all i.
Therefore, we expect our scheme to achieve consensus value

around 10, influenced primarily by nodes 5 and 8. We see in
Figs. (5) and (6) that this indeed happens. Also, it can be seen
that the optimized case offers a satisfying solution already for
a number of consensus steps of 3, while similar amount of
disagreement between the nodes in the non-optimized case is
reached only just for a total number of consensus steps of 10.

V. CONCLUSION

In this paper a procedure for designing the adaptive multi-
step consensus communication scheme in sensor networks is
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Fig. 6. Nodes’ states for different number of consensus steps - non-optimized
case.

proposed, exhibiting the fastest convergence to the desirable
asymptotic values, and thus minimizing the resulting commu-
nication burden. The scheme allows both a priori and real-
time weightings of the local processing results connected to
different nodes in the network, influencing the asymptotic
behavior of the consensus protocol in appropriate manner.

Further work can be oriented towards exploring the design
possibilities of analogous randomized schemes, similarly as in
[29], [12], [14].
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