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Abstract—Crowd counting has attracted significant attention 
recent years since it is valuable to estimate the number of people 
in a crowd in numerous applications, especially the ones related 
to video surveillance. Artificial intelligence, especially 
convolutional neural networks, became a part of such 
applications. In this paper, multi-column convolution neural 
network implementation has been analyzed, where the output is 
density map. The number of people is estimated as a sum of the 
map. In this paper experimental analysis using binary mask 
based postprocessing and ShanghaiTech dataset is performed. 
The obtained results seem promising in dealing with unwanted 
texture details related to irrelevant regions as in the case of 
greenery. 

 
Index Terms— Image processing, frame, crowd counting, 

density map, computer vision, MCNN, binary mask. 
 

I. INTRODUCTION 
CROWD counting using a single image or a frame has been 

popular over the years [1-4]. It implies rather approximate 
techniques, where instead of determining the exact number of 
people in the crowds, estimation techniques can be applied. 
The need to develop these techniques arose due to the desire 
to find out how many people are at public gatherings such as 
rallies, traffic jams, disasters, protests or those mass events 
where this information could not be obtained based on the 
number of tickets sold. It can be considered useful for 
behavioral analysis when counting is performed in specific 
moments.  

Counting all heads in a crowd image may be difficult or 
impossible. This is the reason why modern crowd counting 
concept relies on using a grid in order to segment the whole 
picture. The first step after counting the people manually in a 
few segments is to calculate the average number of people per 
segment after initial analysis. Then, the average number of 
people is multiplied by the total number of segments. This 
technique is called Jacobs’ technique after journalism 
professor Herbert A. Jacobs at the University of California, 
Berkley. In the 1960s he applied this for counting students 
who protest the Vietnam War [1]. Also, he described a light 
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and a dense crowd by cases having one person per 10 and 4.5 
square feet area, meaning approximately 0.93 and 0.42 square 
meters area, respectively [1]. A slightly more sophisticated 
approach is to do an extrapolation adapted to the current part 
of the image, because not all parts are the same. However, the 
solutions are not linear and the mentioned approaches will not 
always give a satisfactory result. In 1995, one of the largest 
protests in American history, called the Million Man March, 
was held in Washington to raise public awareness of the 
position of African Americans in America. To this day, 
scientists are dealing with this event and how many people 
were in Presidential Park at the time, and estimates range 
between 400,000 and 1.1 million, which is a very large range 
giving inaccurate information [2]. 

Advances in technology today speak of much more elegant 
and impressively precise methods and calculations involving 
computer vision. Recent advances favorize convolutional 
neural network (CNN) in crowd counting [5-6]. In this paper 
we analyze some of the disadvantages of using a multi-
column CNN. The experimental results presented in this paper 
shows the possibility to employ binary masks for CNN based 
refinement of the people counter which is in accordance to 
recent experiments with contextual representation [7-9]. 

The paper is organized as follows. After the introduction, a 
brief review regarding crowd counting methods is given. In 
Section II general usage of CNN is explained, as well as its 
application in crowd counting. Details regarding the 
simulation using binary mask approach and multi-column 
CNN performed in this paper are explained in Section III. The 
experimental results followed by discussion are presented in 
Section IV. Finally, in Section V conclusions are given. 

II. CROWD COUNTING AND CNN 

A. Crowd counting 
Current methods from the literature related to crowd 

counting can be classified into one of the following four 
groups: detection-based methods, regression-based methods, 
density estimation-based methods and CNN-based methods 
[3-11]. In previous research on the CNN based topic, there are 
two main approaches. The first one is to pass an input image 
through the network architecture, and to give an estimation of 
the number of people as an output result. The second 
approach, used here, is to forward an image to the input of a 
network, and to get output density maps that needs to be 
processed further in order to get the final result. The reason 
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why this approach may seem better is that it provides more 
information than just one numerical value. The density map 
provides data on the density of different parts of analyzed 
image. Ground truth density map (GTDM) can be calculated 
using k nearest neighbor (KNN) method, and the 
corresponding neural network output is estimated density map 
(ESDM). An example of GTDM is presented in Fig. 1. 

 
Fig. 1. Input image (left) and corresponding ground truth density map (right). 
 

Density map used as a reference is determined using delta 
function δ at locations of interest convoluted with Gaussian 
kernel G in order to obtain a continuous representation for 
each image pixel x: 
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where xi represents image pixel of interest where a person's 
head is found, N is the total number of people, and σi is 
variance proportional to mean distance value di,mean for each xi 
(0.3*di,mean). The mean distance, di,mean, is the average value of 
distances between each pixel xi and its k nearest neighbors.  

B. Convolutional Neural Network architecture  
Convolutional neural network (CNN) is a neural network  

mostly used for visual data, such as images. As the name 
suggests, it uses the convolution operation in layers, usually in 
the first layers of a deep architecture. Input image is filtered 
(convoluted) by multiple filters, where CNN has the ability to 
represent images in more appropriate form having in mind 
relevant features. What can be applied in addition to the usual 
convolution is padding the input due to filtering application, 
or one can use strided convolutions that have the opposite 
effect to reduce the output. Convolutional layers are applied to 
learn features like edges using smaller segments of input data. 

In addition to convolutional layers, there is also a pooling 
layer that is applied after the convolutional layer. It has the 
task of choosing max, sum or average value, and only passes 
that one value in order to further reduce the relevant data. The 
third type of layers that are optional are fully connected layers 
that usually take the last matrix output from convolutional-
pooling layer sequence, and flattens it into a row or a vector. 
It can further pass it to the classic neural network. Fully 
connected layer often enables learning correlations between 
previous image representations called feature maps. Back-
propagation is used for training via a number of iterations or 
epochs using available input and corresponding reference or 
target. The advantage of CNN application is a smaller number 
of parameters for determining and sharing, i.e. less feature 
engineering than in a standard NN concept. 

In order to overcome the issue of filter size, instead of 
single-column, one may apply parallel CNN architecture with 
final layer for merging the results of each CNN branch. This 
can be particularly valuable for different person's head size in 
a crowd counting challenge. In Fig. 2, multi-column CNN 
(MCNN) architecture is illustrated. Moreover, binary image 
or binary mask (BM) may be used in pre- and/or post- 

processing to improve the estimation of the number of people 
[9]. Here, in Fig. 2, a post-processing block is presented, 
where final result is a density map where the mask removes 
irrelevant details from the estimated map. 

 
Fig. 2. Three CNNs making MCNN architecture with post-processing. 

III. SIMULATION 
This paper experiments with ShanghaiTech dataset of 

crowded images consisted of two subsets A and B [6]. The 
subset A contains 300 train and 182 test images, while the 
subset B has 400 train and 316 test images. In Fig. 3 the train 
examples are presented. The subset A is made up of images 
downloaded from the internet of densely distributed people, 
while they are less dense crowds found in subset B. The 
dataset statistics is presented in Table I. In addition to 
ShanghaiTech set, we also performed manual labeling of 
people in subset C for the purpose of testing, where crowd 
images were downloaded from internet.  

 
Fig. 3. Examples of images from the train sets of subset A and B. 
 

TABLE I 
THE DATASET STATISTICS 

Subset 
(resolution) 

Number 
of 
images 

Min - max 
number of 
people (average) 

Total 
number 
of people 

A (Various) 482 33-3139 (501.4) 241677 
B (768x1024) 716 9-578 (123.6) 88488 
C (Various) 4 60-817 (322) 1288 
 
The architecture in this paper is a multi-column CNN 

consisted of 3 parallel CNNs. It uses max pooling layers 
which apply to 2x2 regions and ReLU as an activation 
function. Images used in training are not used while testing. 
The network output is estimated density map (ESDM), where 
GTDM from (1) is used as input. The training is performed 
according to Euclidean distance between the maps.  

A. Experimental crowd analysis 
In the first phase of experimental analysis, MCNN is 

trained. Two subsets, A and B, are trained for single-image 
estimation. Metrics, like mean absolute error (MAE) and the 
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mean square error (MSE), can be used for the training: 
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where M is the number of images, pm is the number of people 
in m-th image and pm,est is the estimated number of people in 
the same image. Here, the training is performed using MAE. 
CNN implementation and crowd analysis are performed using 
Python 3.7 and Pytorch [12], where for visualization purposes 
visdom is applied [13]. Used configuration is Intel i5 8400, 
Nvidia GeForce GTX 1050 Ti, cuda 10.1. For MCNN 
evaluation relative ratio is calculated: 

[ ] mestmm pppR /% ,−= ,       (3) 

using A, B and C images. The number of people, pm, can be 
considered in two ways, as a number of manual labels or as a 
sum of GTDM. The first way is used in the first phase, and 
the second way is used in the following phase. 

In the second phase binary masks (BMs) for GTDM and 
ESDM are obtained by thresholding T (T=0 for GTDM and 
T=0.01 for ESDM). The thresholded ESDM can be 
considered as MCNN mask. In this paper, the proposed 
method for BM calculation for the post-processing consists of 
five steps: original image resizing, median residual 
calculation, extreme removal, local representation (histogram, 
histogram of gradients (HOG), sum) comparison, and 
morphological processing. In the first step, input image is 
resized according to ESDM, or MCNN output. The difference 
between the input and its median filtered version is calculated 
to obtain the median residual image. The next step is extreme 
removal, where the extreme details are considered to be the 
ones with the most highest values of difference and relative 
difference between the input and the filtered input. The fourth 
step consists of calculation of histogram, HOG and array of 
sums per rows and columns for the pixel neighborhood of size 
5x5 (block size). Euclidean distances between the normalized 
histograms, the HOG and the sum representations of the 
blocks, are calculated and thresholded with 30%, 60% and  
50-75% of the maximum values, respectively. Then, the 
intersection I of the three images is found, where only pixels 
with dense concentration within blocks are kept and used as 
seeds in the intersection image for region growing 
segmentation [14], obtaining binary image Ig. The final step is 
dilatation of Ig, where structuring element is square of size 15, 
obtaining BM1. With additional dilatation of size 10, the 
mask denoted as BM2 is obtained. In order to get the 
estimated number (est. num.) of people, the sum of density 
map is calculated according to the positions described by the 
binary mask, like BM1 or BM2. Also, the relative ratio 
according to (3) is calculated. 

IV. EXPERIMENTAL RESULTS 
In Fig. 4 MAE values through epochs are presented for 

training and testing in the case of A and B subset. Best 
performance is obtained for epochs 1715 and 939, 
respectively, where for further experiments the model based 
on A subset is used. The layout of the visdom window during 

training is shown in Fig. 5, where GTDM and ESDM for an 
image are presented. In Table II a comparison between 
obtained MAE based results and the results obtained in [6] is 
given showing slight variation. Besides ShanghaiTech dataset 
additional inputs are made according to manual labeling as 
shown in Fig. 6. In Table III calculated relative ratio results 
are presented for A, B and C image samples. 

 
Fig. 4. MAE values through epochs (on the left for subset A, on the right 

for subset B). 

 
Fig. 5. Visdom window with GTDM and ESDM visualization. 

 

 
Fig. 6. Original (left) and manual labeling (right) of image1, Ctest taken 

from [15]. 
TABLE II 

MAE FOR MULTI-COLUMN CNN 

Subset/ 
Experiment 

MAE (MSE) [6] Obtained MAE 
in this paper 

A  110.2 (173.2) 108  
B 26.4 (41.3) 18.5  

 
TABLE III 

RELATIVE RATIO RESULTS FOR MCNN 

Image No. 
(class) 

Number of 
labels 

MCNN 
count 

Ratio R 
[%] 

Image0,Atrain 1546 1420 8.2 
Image0,Atest 172 598 247.7 
Image3,Atest 211 654 210.0 
Image5,Atest 431 435 0.9 
Image5,Btest 57 92 61.4 
Image24,Btest 70 64 8.6 
Image1,Ctest 304 273 10.2 
Image3,Ctest 817 557 31.8 
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It can be observed in Table III that MCNN count results are 
satisfying. Example of the successful density representations 
and superimposed maps and labels is shown in Fig. 7. On the 
other hand there are cases where significant difference 
between number of labels and ESDM exists, meaning relative 
ratio even higher than 200% as shown in Table III. These 
examples are presented in Fig.8. The more complex content 
produces large differences, and the errors here are due to 
texture related to greenary regions. This is presented by white 
pixels in lower right representations in Fig.8(a) and Fig.8(b), 
where red points are superimposed labels related to people. 

The results from the second phase and the calculation of 
BM1 are illustrated in Fig. 9 (a)-(b). The obtained results are 
shown in Table III, showing the significance of semantic 
approach. Here, BM1 gives up to 13% relative ratio, where 
BM2 shows that there is possibility for firther improvements 
in some cases according to selection of structuring element. 

 
Fig. 7. Image 5 from test A representations: original (labels:431), GTDM 

(sum:428.6), ESDM (sum:435.1) (upper row) and the representations with 
labels superimposed, respectively (lower row). 

 

 (a)  

 (b)  
Fig. 8. The representations for: (a) image0, Atest (labels:172, GTDM-

sum:171.8, ESDM-sum:598.7); (b) image3, Atest (labels:211, GTDM-
sum:210.4, ESDM-sum:654.5) 

 
The parallel networks are needed because they enable 

detection of objects of different sizes. Thus, three filters of 
sizes 3x3, 5x5 and 7x7 are applied to detect heads of lower 
and higher size regardless of distance from the camera being 
used. Higher number of parallel branches may improve results 

in some cases having in mind the spatial resolution of an 
image or object of interest. 

The networks merged in a parallel architecture may have 
their own goals in order to deal with intra-class detections 
(classes of individuals with similar object sizes) and inter-
class issues where the background details resemble objects of 
interest, i.e. individuals. The parallel structures may be even 
considered to set goals to deal with background false 
detections [16], and to train what should not belong to a 
foreground. 

The practical purpose of such parallel networks is not only 
to make more accurate detections for surveillance and similar 
tasks, but also to further exploit the parallelization strategy. 
Namely, if similar processes occur in different branches one 
may have an improved insight into system scalability and 
dependency between minor challenges representing the 
current limitations. Here, model-parallelism is applied where 
the similar structure is applied with training on the same data. 
Data-parallelism is also an available solution, where one can 
analyze subsets of big data across different branches or 
channels [17]. Computing performance improvement and 
memory distribution are also possible in communications 
using scalable architectures and different channels. 

 

(a)  

(b)  
Fig. 9. Input, ESDM mask, median residual, extreme removal, local 

representation, and morphological result for: (a) image0 and (b) image3. 
 

TABLE III 
RELATIVE RATIO RESULTS FOR DIFFERENT BINARY MASKS 

Binary mask 
(BM) 

image0 - est. num. 
 (R [%] ) 

image3 - est. num. 
 (R [%]) 

Ground BM 171.8 (-) 210.4 (-) 
Estimated BM 598.7 (248.5%) 654.5 (211.1%) 
Proposed BM1 184.2 (7.2%) 183.7 (12.7%) 
Proposed BM2 215.2 (25.3%) 212.3 (0.9%) 

V. CONCLUSION 
CNN as a concept has great potential to obtain automatic 

estimation of the people number in a crowd. Here, a parallel 
network architecture with post-processing step is used for 
detection task. The binary mask (BM1) based approach shows 
the possibility to refine results, or to even show when the 
results of CNN is not satisfying. 

Future analysis should be made towards contextual deep 
learning solutions related to more semantic segmentation 
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based methods. More complex architecture could be made for 
making accurate binary mask estimations, where the concept 
of parallelism may provide scalable solutions with improved 
computing performance and memory distribution. 
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Abstract— Person monitoring is based on re-identification 
process, where it is important to establish correspondence 
between the person representations in different frames. The 
feature vectors may use ternary encoding like in local maxima 
occurrence representation, where color and texture features are 
implemented. In this paper three different distance metrics are 
compared after ternary encoded feature computation for 
people's pattern recognition. Moreover, since a person is usually 
a moving object, two different resizing approaches are 
distinguished. The color, the texture and the combined (color-
texture) feature vectors are analyzed for the purpose of 
differentiation between image sets corresponding to different 
persons obtained across six camera views. The results show how 
the differentiation in multi-camera network can be affected by 
the choice of resize technique and distance metric. 

 
Index Terms—Video, computer vision, video surveillance, 

distance metric, resize, re-identification. 
 

I. INTRODUCTION 

Person re-identification is challenging and a very important 
task in video surveillance. It implies detection followed by 
identification of the same person in different frames [1-3]. 
CCTV (Closed-circuit television) or video surveillance 
networks commonly rely on several cameras for such 
monitoring across overlapping and non-overlapping camera 
views.  

One of the most relevant issues in pedestrian monitoring is 
to deal with resolution and picture quality. Surveillance 
cameras are usually placed in high spots, and this results in a 
low resolution representation of pedestrians. Moreover, 
pedestrians are often detected oriented with their side or back 
towards the camera. In these situations biometric 
characterization via facial characteristics is not reliable. 
Inadequate camera coverage, different illumination 
conditions, occlusions and similar may also affect the person 
re-identification. 

Over the time different features for person re-identification 
have been explored [1-3]. Descriptors for the identification 
can be based on color, shape or texture. Also, the feature 
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vectors can be derived from global and local approaches [2]. 
One of the most popular methods for re-identification is based 
on ternary encoded color and texture features [3]. Besides 
feature engineering, adaptive metric learning [4] and 
convolutional neural networks [5-6] have been employed to 
perform the re-identification. Nevertheless, resizing of the 
region of interest (ROI) representing a person is often used 
[2]. The resizing is usually performed in a fixed manner, 
meaning the input (ROI) for the re-identification procedure is 
set to a predefined resolution. 

In this paper the goal is to analyze different resizing that 
may affect people differentiation across multi-camera views, 
even if color seems to be enough to perform the 
differentiation. Three types of feature vectors are applied - 
color, texture and LOMO (local maximal occurrence) based 
one. The LOMO represents the combination of the color and 
the texture feature vector. The feature vectors are obtained 
using ternary encoding [3]. Here, experimental analysis is 
performed using multi-camera views, where two different 
resizing techniques are applied. Also, three common distance 
metrics (Euclidean, City-block, Minkowski) are tested. 

The paper is organized as follows. After the introduction, a 
brief explanation regarding color and texture descriptors is 
given in Section II. The details of the simulation performed in 
this paper are explained in Section III. The obtained 
experimental results followed by discussion are presented in 
Section IV. Finally, the conclusion is given in Section V. 

II. MULTI-CAMERA MONITORING USING COLOR AND TEXTURE 

FEATURES 

A. Multi-camera views in pedestrian monitoring 

Multi-camera surveillance is a field close to computer 
vision. It is well-known that this enabled the development of 
intelligent video surveillance systems. Mostly, a person is 
monitored in an environment covered by multiple cameras. In 
Fig. 1 an illustration of two-camera monitoring is presented. 

The position of cameras may vary and this is the reason 
why methodologies for re-identification should be tested in a 
multi-camera environment. The pedestrians being monitored 
are moving objects, and they may not been caught by each of 
the camera properly. They can be oriented towards a camera 
with their back or side, or they can even not be caught due to 
occlusions. They can carry bags, walk a dog or change their 
clothes. These are only some of the reasons why intelligent 
monitoring of a person is not an easy task. 

Distance metric comparison for people 
monitoring across multi-camera views using 

ternary encoding 
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Fig. 1. Multi-camera monitoring. 

 
Re-identification of a person can be performed using a 

single camera or multiple cameras. For example, it means that 
if a camera is switched from Camera 1 to Camera 2, a person 
should be identified with the same ID before and after the 
camera switching according to the person characteristics. For 
example, these characteristics may correspond to color or 
texture features of the person's clothes. 

B. Color and texture feature vectors 

The most relevant features for identification tasks seem to 
be color and texture [1-3]. Here, local maximal occurrence 
(LOMO) is used as one of the image content representations 
which combines both color and texture [3]. It is characterized 
by scale-invariance property which is particularly relevant in 
video surveillance tasks due to motion of an object/person 
being monitored. For the re-identification only the region of 
interest (ROI) is being analyzed. In this case ROI represents 
the bounding box around the person being checked.  

The ROI can be interpreted as a pattern in a pattern 
recognition task. If a reference pattern, ROIref, is available one 
may compare it to a ROI obtained as a result of image 
segmentation from a different frame regardless the camera. 
The comparison verifies whether the matching exists or not. 
An example of ROIref is presented in Fig.2. It corresponds to 
one camera, while ROI1 and ROI2 correspond to another 
camera. Matching is expected between ROIref  and ROI1. 

The two ROIs (or the images in further text) have to be 
represented as adequate feature vectors. One common way to 
do this is by using blocks or patches of the two images. For 
images in Fig.2 resizing is performed according to maximum 
number of rows and columns (resizing to 88x33 pixels), as 
well as filtering with Retinex filter [3]. 

The first step after preprocessing is mapping from RGB (R 
- Red, G - Green, B - Blue) to HSV (H - Hue, S - Saturation, 
V - Value) color space. After the HSV mapping, the values 
from three channels (H, S and V) at pixel position (i, j) are 
transformed into one matrix value using (1): 

        .8,8,8,, 210
,  jiVjiSjiHjiI qHSV    (1) 

The next step is partitioning, where matrix qHSVI ,  is 

divided into blocks or patches. The size of blocks is 10x10, 
where overlapping is 50%. If an image is of size 88x33 it can 

be presented by 80 blocks (16x5 block representation). Each 
block or patch is then represented as a column vector of 100 
values forming color based patches of 100x80 pixels size. The 
column vectors belonging to three images (ROIref, ROI1 and 
ROI2) are then concatenated, forming color based patches of 
size 100x240 pixels. This is illustrated in Fig. 3. The color 
patches of 100x80 per image are then transformed to sparse 
histogram representation of 512x80, where 512 represents 
total number of bits per channel (8bit x 8bit x 8bit). So, for 
each column vector representing block, histogram is 
computed. After computing histogram, image pooling 
(downsampling) is performed (e.g. from image 88x33 pixels 
image of 44x16 pixels is obtained). The process is repeated 
for the number of scales (in this case maximum number of 
scales is 3), making the final representation through the 
patches by concatenating the color patches for each scale. 
This represents the calculated color feature vector of length 
11776 per image. The steps in data reshaping for color based 
approach are briefly illustrated in Table I, for better 
understanding. 

Similarly, texture based feature vector for each image is 
calculated. SILTP (Scale-Invariant Local Ternary Pattern) is 
applied for texture characterization. 

 
Fig. 2. An illustration of comparison between ROIref  and two ROIs (ROI1 and 

ROI2), where the correct matching should be ROI1. 

 

 
Fig. 3. Color and texture based patches for the pattern recognition task. The 
blue margins denote borders between data which correspond to three images 

(ROIref, ROI1, ROI2). 
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TABLE I 
RESHAPING OF COLOR PATCHES 

No. Description Data size 
1 Image size for scale 1 88x33 
2 Patches for three images 100x240 (100x80x3) 
3 Sparse histogram representation 512x240 
4 Reshaping according to blocks per 

rows and columns 
512x16x5x3 

5 Sum per columns 512x16x1x3 
6 Feature vector length for scale 1 8192x3 
7 Pooling/Image size for scale 2 44x16 
8 Patches for three images 100x42 (100x16x3) 
9 Sparse histogram representation 512x42 

10 Reshaping according to blocks per 
rows and columns 

512x7x2x3 

11 Sum per columns 512x7x1x3
12 Feature vector length for scale 2 3584x3 
13 Pooling/Image size for scale 3 22x8 
14 Total length of color feature 

vector x 3 images 
11776x3 

 
First step in SILTP implementation is mapping RGB 

images to grayscale versions. SILTP originated from LBP 
(Local Binary Pattern), where the LBP approach is well 
known in pattern recognition [7]. When using LBP each 
image is divided into blocks usually of size 3x3. Pixel located 
in the centre of a block is then compared with its neighbors 
based on pixel grayscale value. If a neighboring pixel value is 
larger than or equal to the pixel value located in the block 
centre, it is set to one, otherwise it is set to zero. SILTP uses 
two bits for encoding. The pixel encoding is defined as: 
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where In is a neighboring pixel, α is scale factor indicating 
comparing range, and Ic is central pixel (here α=0.3). 
Comparison of LBP and SILTP is shown in Fig. 4. Both LBP 
and SILTP are robust to scale invariance of pixel values. 
Unlike LBP, SILTP is also robust against noise.  
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Fig.4. LBP and SILTP comparison 

 
Here, each image is divided into blocks of size 10x10 

pixels. These column-wise blocks are represented as patches, 
and SILTP patches are shown in Fig.3. For every block 
histogram is computed. As in the color based approach, 

downsampling is performed. This process repeats for the 
number of scales and the number of values set for radius 
parameter in SILTP. This is how texture descriptors are 
obtained, which makes the texture feature vector. 

Color based feature vector is calculated using ternary 
encoding (1). Also, texture based feature vector is calculated 
using ternary encoding (2). The local maximal occurrence 
(LOMO) feature vector for number of scales is formed by 
concatenating color and texture vectors into one vector. The 
LOMO is color and texture based feature vector. 

III. SIMULATION 

In this paper for the purpose of testing we examined multi-
camera view dataset [8]. The dataset is consisted of frames 
from six camera views (labeled as camera views 0-5), and 
annotations. Six calibrated digital video cameras are used with 
25 fps covering an area of 22mx22m. The frames are of 
360x288 pixels, with available bonding boxes for different 
types of objects, like persons or pedestrians, cars and buses. 
The six views of a scene at two successive frames are 
represented in Fig.5 (frame no. 124) and Fig.6 (frame no. 125) 
as two examples, with a pedestrian denoted with green boxes 
and cars denoted with yellow boxes. Examples of pedestrians 
are shown in Fig.7. 

 
Fig. 5. Six camera views of a scene at a certain moment - example 1 

(frame no. 124; green box - pedestrian, yellow box -car). 
 

 
Fig. 6. Six camera views of a scene at a certain moment - example 2 

(frame no. 125; green box - pedestrian, yellow box -car). 

 

 
Fig. 7. Illustration of different tested pedestrians from the dataset, where 

two camera views are presented for each person. 
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In this paper only pedestrians have been considered [9]. 
Since the OOI (Object Of Interest) is moving, the 
corresponding boxes within a camera view are of different 
sizes, as shown in Fig.8, for three successive frames (noted 
here as i, i+1 and i+1). Another common issue that appears 
here is the occlusion as one can notice. In order to compare 
images, they are usually resized to a fixed resolution [2]. 
Nevertheless, the size may affect the results. Here two 
techniques are compared, where resizing the object is 
performed according to maximum (max) and minimum (min) 
resolution of bounding box of the same object across the 
frames for the identification task. Resizing for the object from 
Fig.8 is presented in Fig.9.  

frame i
frame i+1

frame i+2

 
Fig. 8. Original box sizes for the man with a bicycle for three successive 

frames (camera view 0). 

(a)  (b)  
Fig. 9. Camera view 0 and the man with a bicycle –resized according to (a) 

min and (b) max technique. 
 

A person can be re-identified across the frames if adequate 
clustering exists. Moreover, here the clustering is analyzed 
using six camera views due to possible unavailability of one 
of the cameras. Images are resized according to maximum and 
minimum number of pixels for both axes (max and min 
resizing). The color, texture and combined color and texture 
based feature vectors are computed. The feature vectors are 
calculated for three scales. 

For the purpose of experiment three metrics are applied to 
measure distance between the color, texture and combined 
color and texture (LOMO) based feature vectors. The three 
distance metrics are calculated as: 
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representing Euclidean, City-block (Manhattan) and 
Minkowski metric, respectively, where x and y are the feature 
vectors, and where m represents the number of descriptors (in 
(5) r=3 is selected).  

Distance is measured from the first image in camera view 
0, and normalized by feature maximum value. After 
computing distances threshold is selected as mean value of 
distance metrics calculated for color, texture and LOMO 

feature vectors. The threshold is used for differentiating 
between the groups of multi-view camera images/frames 
belonging to different persons. Error is calculated as a number 
of misclassified images, divided by the total number of 
images, where the result is expressed in percentages. 

IV. EXPERIMENTAL RESULTS 

Experimental results are presented for the cases where 
obvious differentiation are expected. For the larger resolution 
(39x121 pixels) total of 40 images were used and for smaller 
resolution (14x33 pixels) there were 37 images. These are the 
images from six camera views which represent different 
groups: person 1 (lady in white) and person 2 (man with 
bicycle), shown in Fig.10 and Fig.11, respectively. 

 

 
(a)        (b)        (c) 

Fig. 10. Lady in white - resized using max technique: (a) Camera view 0 
(4 frames), (b) Camera view 1 (4 frames), (c) Camera view 5 (3 frames). 

 

 
(a)        (b) 

 
(c)          (d) 

 
(e)           (f) 

Fig. 11. Man with the bicycle - resized according to max technique for: (a) 
Camera view 0, (b) Camera view 1, (c) Camera view 2, (d) Camera view 3, 

(e) Camera view 4, (f) Camera view 5. 
 

Color seems to be an obvious solution in most of re-
identification and tracking algorithms, but the question is how 
the results can vary in such cases after resizing. In Fig.12 
Euclidean distances are presented for color versus texture 
case, as well as for combined color and texture (LOMO) 
feature vector after max resizing. Two groups (colored as blue 
and red in Fig.12) represent distances for person 1 and person 
2, respectively. Each point within the groups is denoted as 
camA_B, where A is a camera view and B is an image 
number from that camera view.  

If min approach is applied in order to resize images, as in 
Fig.13, the Euclidean distance gives different results for max 
approach. Here, color is not as discriminative as texture. 

EKI 1.2.4



 

Images

LO
M
O
 (
co
lo
r 
an

d
 t
ex
tu
re
)

Te
xt
u
re

Color  
Fig. 12. Color versus texture feature vector distances (left) and LOMO feature 

vector distances for two groups (right) - Euclidean distance, max resize. 
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Fig. 13. Color versus texture feature vector distances (left) and LOMO feature 

vector distances for two groups (right) - Euclidean distance, min resize. 
 

The color versus texture, and the color and texture 
representations are given for City-blok metric in Fig.14 and 
Fig.15. The representatations for Minkowski distance are 
shown in Fig.16 and Fig.17. 
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Fig. 14. Color versus texture feature vector distances (left) and LOMO feature 

vector distances for two groups (right) - City-block distance, max resize. 
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Fig. 15. Color versus texture feature vector distances (left) and LOMO feature 

vector distances for two groups (right) - City-block distance, min resize. 
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Fig. 16. Color versus texture feature vector distances (left) and LOMO feature 
vector distances for two groups (right) - Minkowski distance, max resize. 
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Fig. 17. Color versus texture feature vector distances (left) and LOMO feature 
vector distances for two groups (right) - Minkowski distance, min resize. 
 
The percentage of misclassified images is calculated and 

presented in Table II, for each distance metric and resize 
technique. 

TABLE II 
PERCENTAGE OF MISCLASSIFIED IMAGES 

Distance metric 
(resize technique)\ 
Feature vector (F.v.) 

LOMO  
(Color+Texture) 

F.v. 

Color 
F.v. 

Texture 
F.v. 

Euclidean (max) 2.5% 7.5% 10% 
Euclidean (min) 5.4% 10.8% 5.4% 
City-block (max) 12.5% 0% 15% 
City-block (min) 8% 2.7% 5.4% 
Minkowski (max) 20% 20% 22.5% 
Minkowski (min) 16.21% 29.7% 5.4% 
 
The values which represent the cases that showed the 

lowest misclassification percentages are bolded. One may see 
that for min resize approach in most cases texture feature gave 
better results than color and LOMO feature. Exception is 
City-block metric where color feature gave better results for 
both resize techniques. For max resize technique, LOMO and 
color feature show better results than texture feature. If 
LOMO feature vectors are chosen, Euclidean distance metric 
is the best solution. Nevertheless, color based differentiation 
and city-block distance may give even better results. Similar 
conclusions are drawn when testing other persons within the 
dataset. For the case of comparison illustrated in Fig. 2 the 
results are presented in Fig.18, showing the best solution (the 
lowest metric value) for color based feature vector and city-
block distance. The results seem not be affected to a great 
extent for different resizing techniques in the case of color and 
city-block distance. 
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Fig. 18. Comparison results between the distances for max resize in the 

case presented in Fig.2. 

V. CONCLUSION 

In this paper we performed experimental analysis based on 
multi-camera view, and using different resize approaches and 
three distance metrics (Euclidean, City-block and 
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Minkowski). Distance is measured between state-of-the-art 
ternary encoded features like: HSV color, SILTP texture and 
combined LOMO features. Here, our focus was on the cases 
where color should enable obvious differentiation. The lowest 
percentage error is showed for City-block distance metric and 
color feature vector, as well as max resizing. Euclidean 
distance is the right choice when it comes to LOMO feature 
vector. From the obtained results one may conclude that the 
choice of resizing technique and distance metric affects the 
differentiation between the multi-camera view sets belonging 
to different persons even in the cases where color is expected 
to solve the re-identification task. 

Future work will be oriented towards further experiments 
with distance metrics in re-identification tasks, especially the 
ones where color feature is not crucial for person re-
identification. 
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Abstract— A variety of new coding tools has been developed 
and are expected to be developed in the near future in order to 
achieve high-quality video transmission. One of the next-
generation video encoding formats is AV1, as the first 
compression format developed by the Alliance for Open Media, 
where AV1 is recognized as VP9 successor. In this paper 4k low 
frame rate video sequences are compared for different constant 
quality (CQ) values using reference tool libaom. The obtained 
results are also compared to VP9 and HEVC codecs. Slow AV1 
coding is performed using libaom, in order to analyze differences 
between different CQ settings. The results show compression 
performance using 2-norm evaluation and time needed for 
coding.  

 
Index Terms— Video coding, 4k video, constant quality, AV1, 

libaom, VP9, HEVC. 
 

I. INTRODUCTION 
Novel video technologies and standards are inevitable 

nowadays. The known fact is that most of the 
telecommunication traffic is related to video. Namely, it is 
estimated that by 2022, approximately about 82% of global 
internet will be dedicated to video content [1]. So, the general 
focus is on video delivery, such as in the case of OTT (Over-
the-Top) streaming, wired or wireless communication or TV 
broadcasting. Particularly important are the coding formats for 
internet applications and efficient delivery over internet. It is 
obvious that OTT providers (Netflix, Hulu, etc.) and other 
immersive media content based industries are interested in 
developing innovative solutions in video encoding and 
compression. 

In [2] three main video technology trends in 2020 are 
pointed out. The first one is to increase expectations of 
viewers by providing higher QoE (Quality of Experience), 
besides QoS (Quality of Service). Thus, higher quality video 
should be delivered to consumers, but this should be done in 
efficient manner. Consequently, the fast delivery of the 
solutions is the second trend. Moreover, the trend for media 
content is to find its way quickly to the market, and this 
should make both services and producing assets more 
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efficient. Finally, the third trend is to improve the return of 
investments by advanced controlling and managing costs, 
risks and application complexity. 

Even though, H.264 is an older video format from about 
2004, it is still in massive usage despite the fact there is more 
recent one. The recent one is H.265, or HEVC (High 
Efficiency Video Coding), from about 2013, which gives 
better performance [3]. Besides HEVC, another UHD (Ultra 
High Definition) codec has become popular over the years. 
Open and royalty-free Google’s solution like VP9 was widely 
adopted by different platforms, such as Youtube. Nowadays, 
AV1 is considered as VP9 successor, and a new open royalty-
free format for video coding developed by the AOMedia 
(Alliance for Open Media) [4-6]. Its first release was in 2018, 
and, since then, different solutions has been designed for 
video transmission and video services over internet. 

In recent work [7] 4k video traffic has been analyzed using 
different prediction models, where the sequences were 
encoded with H.265/HEVC, whereas in [8] variability of the 
traffic was analyzed. In this paper, analysis of the 4K video 
traffic is performed using 4k AV1 based on AV1 reference 
software called libaom. The results are compared to VP9 and 
HEVC for 4k video from CQ (constant quality or CRF – 
constant rate factor), coding time and 2-norm traffic 
standpoint. 

The paper is organized as follows. After the introduction, 
AV1 format is briefly explained in Section II. The simulation 
and materials used in this paper are explained in Section III. 
Then, in Section IV the experimental results followed by 
discussion are given in order to evaluate the compression 
performance. Finally, in Section V conclusions and future 
work are mentioned. 

II. AV1 VIDEO FORMAT 
From AV1 (AOMedia Video 1), much is expected [3-6]. 

There is a need for efficient compression standards, and future 
implementations should balance software and hardware 
possibilities. Firstly, software experimental analysis is of great 
importance for realizing complex schemes and architectures. 
In the case of AV1, there are open implementations. It is 
royalty-free solution for video coding. The general AV1 
architecture is illustrate in Fig.1. 

As in every new generation of video coding format there 
are differences in coding structure, and the gains are obtained 
using different tools [4]. Motion vector prediction is improved 
in spatio-temporal domain, where eight main intra prediction 
directional modes are used. Also, superblocks are introduced. 

Constant quality mode 4k video comparison 
using AV1 reference tool 

Milan Milivojevic, Dragi Dujkovic, and Ana Gavrovska, Member, IEEE 
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So, one may use blocks of 128x128 pixels and 64x64 pixels. 
Higher precision is expected (ten or twelve bits), besides eight 
bit depth. For transform domain rectangular DCT (Discrete 
Cosine Transform) and asymmetric DST (Discrete Sine 
Transform) are used in AV1, while new quantization 
parameters and filtering techniques are adopted [4-6]. 

 

 
Fig.1. Illustration of general AV1 architecture [4]. 
 
Recursive partitioning of superblocks of 128x128 pixels 

introduced in AV1 is illustrated in Fig.2. Handling 
hierarchical and recursive techniques and much more in AV1 
format led to developing different versions optimized for 
various purposes. Libaom was introduced as reference AV1 
codec (coder-encoder), and enabled the main insight into the 
AV1 possibilities. It made progress in fast delivering new 
solution to the public. 

 

 
Fig.2. Recursive partitioning of superblock of 128x128 pixels introduced 

in AV1. 
 
There are already different solutions of AV1 available for 

specific aims besides the reference software. Typical example 
is another AV1 codec dav1d for low CPU (Central Processing 
Unit) processing. Others variations are also available (rav1e, 
svt-av1). The idea is to develop solutions for video coding for 
optimized high-performance tasks [5].  

In [5] it is claimed that AV1-libaom performs better than 
HEVC. Even about 43% improvement is reported from PSNR 

(Peak Signal-to-Noise ratio). AV1 is compared to HEVC 
since its general architecture looks alike. 

III. SIMULATION 
Sequences in mp4 format of 4k resolution are used for the 

experiment. The illustration of the tested content is shown in 
Fig. 3. Details about the 4k data are given in Table I. The 
sequences are of lower frame rate (LFR), so even higher 
length than common ITU 10 seconds can be used to observe 
the packet variability (here thirty seconds). Having in mind 
the spatial resolution like 4k (DCI – Digital Cinema Initiatives 
or UHD – Ultra High Definition), as well as time resolution, 
i.e. frame rate, the time needed for testing should be 
reasonable, and the length is often decreased by video 
trimming (e.g. to five seconds in [3]). Moreover, one should 
have in mind higher bit depth based content expected to be a 
part of future common traffic. Initial attempts when choosing 
relatively reasonable sequence length showed very slow 
procedure of applying the reference tool (libaom) in the LFR 
8 bit cases, which are considered in this paper.  

Materials are prepared according to Constant Quality (CQ) 
or crf factor. For each sequence four CQ/crf values are used: 
CQ-20, CQ-24, CQ-30, CQ-34. It was not possible to apply 
CQ-10 or CQ-40 in the experiment. 

The analysis is performed on 64bit Windows 10 Pro 
Intel(R) Core(TM) i5-8500 CPU, 3GHz, 8GB using ffmpeg 
4.3.1 [9]. 

TABLE I 
4K DATA DETAILS 

Source (abbrevation) Resolution Frame 
rate 

Big Buck Bunny (bbb) 3840 x 2160 30 fps 
Tears of Steel (tos) 3840 x 1714 24 fps 

 

(a)  

(b)  
Fig. 3. Video sequences: (a) Big Buck Bunny (bbb file), and (b) Tears of 

Steel (tos file). 
 

By using two files eight xml sequences are obtained (four 
xml sequences are generated for each crf value). In the first 
part of the analysis, time is measured in minutes while coding 
due to slow libaom performance. In the second phase, each 
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sequence is represented by the vector magnitude, regardless of 
the frame type. The magnitude or 2-norm (Euclidean norm) is 
calculated as: 

,)(
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k
kxxxnorm      (1) 

where x is an array corresponding to obtained sequence of 
frames, and k is frame index. The relative ratio for time, t(x), 
and 2-norm values, norm(x), are calculated for the comparison 
reasons. The p ratios are defined as: 

( ) ,)(/)( )()( refNcrfNcrf
time

Ncrf xtxtp =      (2) 

( ) ,)(/)( )()( refNcrfNcrf
norm

Ncrf xnormxnormp =     (3) 

Where N is current and Nref is reference crf value (here Nref = 
20). The above procedure is repeated for VP9 and HEVC 
video format. 

IV. EXPERIMENTAL RESULTS 
In Table II the results of using AV1-libaom are presented. 

Namely, time needed for slow coding is presented for each 
CQ/crf value. Time spent for coding using standard VP9 and 
HEVC codecs, are presented in Table III and Table IV, 
respectively. 

TABLE II 
TIME FOR CODING TO AV1-LIBAOM FORMAT 

No. 1 2 3 4 
Coding time 

[min] CQ -20 CQ -24 CQ -30 CQ -34 

bbb 276 260 249 214 
tos 510 417 266 196 

 
TABLE III 

TIME FOR CODING TO VP9 FORMAT 
No. 1 2 3 4 

Coding time 
[min] CQ -20 CQ -24 CQ -30 CQ -34 

bbb 6 6 5 5 
tos 12 10 7 6 

 
TABLE IV 

TIME FOR CODING TO HEVC FORMAT 
No. 1 2 3 4 

Coding time 
[min] CQ -20 CQ -24 CQ -30 CQ -34 

bbb 10 9 8 7 
tos 13 8 7 5 

 
For the comparison, relative coding time is calculated and 

presented in Fig.4 and Fig.5 for bbb and tos sequences, 
respectively. The obtained sequences for AV1-libaom coding 
are presented in Fig.6 and Fig.7, for bbb and tos, respectively.  

The new codec requires long time to perform coding. 
Testing shows that relative time difference for higher quality 
(between crf20 and crf24) resembles VP9 standard for both 
bbb and tos sequences. On the other hand, relative time 
difference needed for lower coding quality between crf30 and 
crf34 seems similar. Around 10% is the difference between 
the two highest crf values. 

 
Fig. 4. Relative coding time for bbb sequences. 

 

 
Fig. 5. Relative coding time for tos sequences. 

 

 
Fig. 6. Obtained sequences using reference AV1-libaom for bbb video. 
 

 
Fig. 7. Obtained sequences using reference AV1-libaom tool for tos video. 
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It is well known that AV1 generally suppresses VP9 by 
about 30% [3-6]. In Fig.8 and Fig.9 relative 2-norm values are 
shown for bbb and tos sequences, respectively. Lower values 
for HEVC are expected since for HEVC bidirectional frames 
exist. In Fig.10 obtained predicted frames are shown for 
libaom and VP9 in the case where crf equals 24. 

 
Fig. 8. Relative 2-norm values for bbb sequences. 

 

 
Fig. 9. Relative 2-norm values for tos sequences. 

 

 
Fig. 10. (a) AV1-libaom and (b) VP9 predicted frames for tos video and 

crf24.  
 

In this relative estimation it can be seen that the magnitude 
is similar between VP9 and its successor. As for av1-libaom, 

smaller difference is obtained for lower quality, i.e. between 
crf30 and crf34, compared to VP9. This can particularly be 
observed for tos video in Fig. 9. 

In Fig.10(a) it is shown for libaom that frames can be easily 
differentiated from the size standpoint. In ther words, there are 
relatively small and relatively high sample values presented. 
The naturaleness is more visible for VP9 in Fig.10(b), where 
such differentiation is not obvious. This shows higher control 
of the traffic in the case of AV1-libaom. The traffic behaviour 
for different video quality is changed in this way. 

V. CONCLUSION 
In this paper low frame rate experiment with constant 

quality AV1-libaom codec is performed. The obtained results 
show slow coding performance of the reference software, as 
well as similar relative magnitude to VP9. Nevertheless, the 
traffic using new codec shows different behavior in 
comparison to VP9. 

In future work further experiments should be performed in 
order to evaluate the performance of AV1 standard and its 
specific implementations, as well as to analyze the behavior in 
high frame rate and high dynamic range cases. Moreover, 
other formats are expected to have a great impact on the 
market, and are expected to be a part of future experiments. 
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Abstract— The video surveillance systems usually require a 

constant user’s observation of the scene in order to respond on 

time to situations that could be risky. In order to allow the 

system to understand and react to the environment and in that 

way to reduce user’s need for manual intervention, objects of 

interest detection algorithms need to be integrated into the video 

systems. This paper proposes a real-time algorithm for moving 

object of interest detection, applicable to the multi-sensor 

imaging system. Algorithm introduces a combination of the 

method for motion detection in images - Optical flow and deep 

learning method for detecting objects of interest - YOLO 

algorithm. The objects of interest for detection in this paper are 

pedestrians and cars. 

 
Index Terms—Motion detection, Object detection, Real-Time, 

Multi-Sensor imaging  

 

I. INTRODUCTION 

The video surveillance systems usually require a constant 

presence of user and observation of the scene in order to 

respond on time to situations that could be risky. In other 

words, a common problem is the lack of "intelligence" to 

function independently without the need of user's manual 

intervention. 

Object detection and tracking algorithms are also an 

important part of the video surveillance systems. Most often, 

tracking algorithms implemented in video systems are 

algorithms from the class of semi-automated algorithms. This 

means that the user needs to manually select the target to be 

tracked, and then the algorithm takes over the tracking 

process. In the case when objects that are in motion need to be 

selected (especially when they are moving fast), the problem 

of manual selection becomes especially pronounced. For this 

reason, there is a need for algorithms for fully automated 

detection of moving objects.  

The detection of moving objects in video as a problem of 
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computer vision from early beginnings has been approached 

in various ways, which often depended on the computer 

processing power, but also very often of the problem 

understanding. The rapid improvements in video sensor 

quality and resolution and the dramatic increase in processing 

power of platforms running the algorithms in the previous 

period have favored the development of new algorithms and 

applications in this segment of computer vision. 

The primary goal of a moving object detection algorithm is 

to achieve high detection accuracy in different conditions in 

the scene, as well as sufficient execution speed for real-time 

operation. In addition to work on visible light (color) images, 

in order to provide the ability to work in different weather and 

low light conditions, and also to work in complete darkness, 

using sensors that work in infrared (IR) range, the aim is 

development of algorithm for detection in Short-Wave IR 

(SWIR - 1.4-3μm), Medium-Wave IR (MWIR - 3-8μm) and 

Long-Wave IR (LWIR - 8-14μm) [1] imaging as well. 

IR imaging sensors have the grayscale output and objects 

on these type of images have very specific features compared 

to the features of same type of objects in color images. Most 

of publicly available datasets for training neural networks for 

object classification and detection contain only color images, 

so neural networks trained only on color images are not able 

to detect objects in infrared images with high accuracy. On the 

other hand, color images are very sensitive to many types of 

visual obstacles (low light conditions, night conditions, haze 

problems, various atmospheric disturbances, etc.), especially 

in detection various objects at very large distances, where the 

influence of these various disturbances is very high, and all 

these problems prevent algorithm from reaching its maximum 

detection accuracy. As the task is to develop an algorithm for 

moving objects of interest detection for real-time application, 

the presented algorithm in this paper is a combination of 

conventional method for motion detection in images - Optical 

flow [2] and deep learning method for objects of interest 

detection - YOLO algorithm [3]. The objects of interest for 

detection in this paper are pedestrians and cars. 

The paper is organized as follows. Section II describes the 

methodology of work, method for the motion detection - 

Optical flow, as well as the objects of interest detection 

method based on deep learning. Section III gives a description 

of the implemented system for the moving object of interest 

detection. Section IV describes the experimental work 

including the experimental setup, results and discussion. 

Section V lists conclusions and indicates directions for future 

work in this research area. 

Real-Time Moving Object of Interest Detection 

in Multi-Sensor Imaging System  

Miloš Pavlović, Member, IEEE, Nikola Stojiljković, Ivan Gluvačević,  

Miljan Vučetić, Member, IEEE, Miroslav Perić, Member, IEEE 
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II. METHODOLOGY 

A. Optical flow 

Optical flow [2] represents the movement of objects 

between consecutive frames in a video sequence, caused by 

the relative movement of the object and the camera. The 

problem can be expressed as illustrated in Fig. 1. 

 

 
Fig. 1 Optical flow illustration 

As shown in Fig. 1, between consecutive frames it is 

possible to express the intensity of image I as a function of the 

spatial coordinates (x, y) and time (t). In other words, if the 

pixels of image I(x, y, t) from the video sequence at time t are 

moved by (dx, dy) over time dt, result is the new image I(x + 

dx, y + dy, t + dt). 

Several assumptions are made for the computation of 

Optical flow. 

1. An object’s pixel intensities are constant between 

consecutive frames. 

 𝐼(𝑥, 𝑦, 𝑡) = 𝐼(𝑥 + 𝑑𝑥, 𝑦 + 𝑑𝑦, 𝑡 + 𝑑𝑡) (1) 

 

2. With Taylor Series Approximation, we have: 

 

𝐼(𝑥 + 𝑑𝑥, 𝑦 + 𝑑𝑦, 𝑡 + 𝑑𝑡) = 

= 𝐼(𝑥, 𝑦, 𝑡) +
𝜕𝐼

𝜕𝑥
𝛿𝑥 +

𝜕𝐼

𝜕𝑦
𝛿𝑦 +

𝜕𝐼

𝜕𝑡
𝛿𝑡 + ⋯ 

𝜕𝐼

𝜕𝑥
𝛿𝑥 +

𝜕𝐼

𝜕𝑦
𝛿𝑦 +

𝜕𝐼

𝜕𝑡
𝛿𝑡 = 0 

(2) 

3. By dividing the previous equation by 𝛿𝑡, the 

equation of Optical flow is: 

 
𝜕𝐼

𝜕𝑥
𝑢 +

𝜕𝐼

𝜕𝑦
𝑣 +

𝜕𝐼

𝜕𝑡
= 0 (3) 

 

where:  𝑢 =  
𝜕𝑥

𝜕𝑡
  and  𝑣 =  

𝜕𝑦

𝜕𝑡
 

 
𝜕𝐼

𝜕𝑥
, 

𝜕𝐼

𝜕𝑦
, and 

𝜕𝐼

𝜕𝑡
 present the image gradients along the 

horizontal and vertical axes and time. To solve the Optical 

flow problem, a solution of 𝑢 (
𝜕𝑥

𝜕𝑡
) and 𝑣 (

𝜕𝑦

𝜕𝑡
) are required to 

determine motion over time. It can be noted that the Optical 

flow equation for u and v cannot be solved directly, since 

there is only one equation for two unknown variables.  

There are two different approaches to solving Optical flow 

problems: Sparse [4] and Dense [5]. Sparse gives the flow 

vectors of characteristic features in the image, while Dense 

Optical flow gives the flow vectors of all pixels in the image 

up to one flow vector per pixel. Dense Optical flow has better 

accuracy in motion detection but is more computationally 

complex [6]. 

B. Object Detection in Image 

In recent years, much has been done in the development of 

object detection algorithms using a standard camera without 

additional sensors. State-of-the-art object detection algorithms 

use deep neural networks. 

YOLO (YOU ONLY LOOK ONCE) is an object detection 

algorithm published in 2016 [3]. The algorithm was 

developed to perform the process involving detection and 

classification in one step. The idea behind the YOLO 

algorithm is different from other detection methods (RCNN, 

Fast RCNN, and Faster RCNN) in that the bounding boxes 

and the classes of the detected objects are determined after 

only one evaluation of the input image.  

First, the input image is divided into a grid of S × S cells. 

Further, for each grid cell, B bounding boxes are defined 

together with a confidence score.  The Confidence score is 

defined as: 

 C = 𝑃𝑟(𝑂𝑏𝑗𝑒𝑐𝑡) ∗ IOUpred
truth (4) 

In this case, C is the probability that an object exists in each 

bounding box, while the IOU represents the Intersection Over 

Union ratio and takes the value from the range [0, 1]. The 

intersection is the area of overlap between the predicted 

bounding box and the ground truth bounding box, while union 

represents the total area of the predicted bounding box and the 

ground truth bounding box. The IOU value closer to 1 

indicating that the predicted bounding box is closer to the 

ground truth bounding box. The illustration of the IOU 

metrics is as shown in Fig. 2. 

 

 
 

Fig. 2 Illustration of the IOU metrics 

Simultaneously with the construction of bounding boxes, 

each grid cell also predicts a conditional probability of class. 

The class-specific probability [3] for each grid cell is defined 

as: 

 

 

𝑃𝑟(𝐶𝑙𝑎𝑠𝑠𝑖|𝑂𝑏𝑗𝑒𝑐𝑡) ∗ 𝑃𝑟(𝑂𝑏𝑗𝑒𝑐𝑡) ∗ IOUpred
truth 

= 𝑃𝑟(𝐶𝑙𝑎𝑠𝑠𝑖) ∗ IOUpred
truth 

(5) 
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The following equation is used for loss calculation and 

ultimately confidence optimization: 

 

𝐿𝑜𝑠𝑠 = ∑ ∑ 1ij
obj

[(bxi
− bx̂i

)
2

+ (byi
− bŷi

)
2

]

A

j=0

s3

i=0

 

+αcoord ∑ ∑ 1ij
obj

[(√bwi
− √bŵi

))
2

+ (√bhi
− √bĥi

)

2

]

A

j=0

s3

i=0

 

 + ∑ ∑ 1ij
obj

(Ci − Ĉi)
2

A

j=0

    

s3

i=0

 (6) 

+ αnoobj ∑ ∑ 1ij
obj

(Ci − Ĉi)
2

A

j=0

 

s3

i=0

 

+ ∑ 1i
obj

 ∑ (𝑝𝑖(𝑐) − �̂�𝑖(𝑐))2

c∈classes

 

s3

i=0

 

 

For each prediction, the position of the center and the size 

of the bounding box are corrected using the given loss 

function. In loss function, parameter A is the number of 

bounding boxes for each grid cell of S × S image grid. The 

variables 𝑏𝑥  and 𝑏𝑦  present the center of each bounding box 

prediction, while 𝑏𝑤 and 𝑏ℎ refer to the bounding box width 

and height. The importance of boxes with and without objects 

is controlled with the variables αcoord and αnoobj. C presents 

confidence, while p(c) refers to classification prediction. 1ij
obj

 

equals to 1 presents the responsibility for predicting the object 

of the 𝑗𝑡ℎ bounding box in the 𝑖𝑡ℎ grid cell and is equal to 0 

otherwise. If the object is in the cell i, 1i
obj

 is 1, 0 otherwise.  

 While the loss is used to evaluate model performance, 

the accuracy of model predictions in detecting objects is 

calculated by the equation of average precision, where P(k) 

refers to precision at threshold k, while ∆𝑟(𝑘) refers to recall 

change. 

 

 

 
𝑎𝑟𝑔𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ∑ 𝑃(𝑘)∆𝑟(𝑘)

𝑛

𝑘=1

 (7) 

 

The basic architecture of the YOLO model contains 24 

convolution layers followed by two fully connected layers. 

YOLO is later improved with different versions such as 

YOLOv2 [7], YOLOv3 [8] or YOLO-LITE [9], YOLOv4 

[10] in order to improve detection performance and reduce 

computational time. 

 

III. ALGORITHM DESCRIPTION 

Fig. 3 shows a block diagram of the moving objects of 

interest detection algorithm. 

 

 
Fig. 3 Block diagram of the moving objects of interest detection 

algorithm 

As can be seen from the block diagram shown in Fig. 3, the 

moving object of interest detection algorithm in this paper is 

implemented from two steps.  

The input image is forwarded to two blocks running in 

parallel. The first block is responsible for motion detection in 

the image independently of which object from the scene 

caused that motion. This block uses the conventional method 

for motion detection in an image - Optical flow, primarily 

because of the high execution speed of this method in real-

time. As the advantage of Dense over Sparse Optical flow has 

been presented in the literature [6], Dense optical flow has 

been applied in this work for motion detection. The result of 

calculating Optical flow is a flow matrix that is represented by 

its hsv (hue, saturation, value) model, and then converted into 

the RGB model. Converting the obtained RGB model to a 

grayscale image and then binarizing with a defined threshold 

Tbin produces a binary image in which the white pixels 

present the movements in the image. In such a binary image, 

it is then necessary to find the closed contours of the white 

pixels that actually represent the moving objects. For the 

obtained contours, the next step is comparing their surfaces 

with a defined threshold Tcont. In the set of moving objects, 

only those whose surface exceeds the defined threshold Tcont 

should be retained in order to eliminate very small objects or 

detected movements that present noise in the image. As a 

result of this procedure and the output of this block are 

bounding boxes around the regions detected as moving 

objects. 

The second block to forward the input image is the block 

for detection objects of interest. Bounding boxes around the 

objects of interest are the output of this block. The detection 

method used in this work is the YOLO object detection 

method of version 3 [8], which has been shown to have very 

good performance in objects detection from the YOLO 

method class, and can be executed fast enough on a computer 

with a GPU for possible real-time implementation. 

Detections of moving objects and detections of objects of 

interest are then forwarded to the block to calculate the IOU 

metric between them. By the IOU metric is actually 

determined whether the detected movements in the image 
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were caused by the objects of interest. If the overlap between 

detected movements and detections of objects of interest is 

sufficient and exceeds the defined threshold Tiou, it can be 

said that the detected objects of interest are in movement. 

The output of the algorithm is an image with bounding 

boxes around moving objects of interest. 

IV. EXPERIMENTAL WORK 

The system setup used in this paper is based on vMSIS3 

(Vlatacom Multi-Sensor Imaging System) [11]. Integrating 

visible and infrared imaging sensors and providing ultra-long-

range target detection, recognition, and identification, vMSIS 

is a state-of-the-art monitoring and surveillance system. It 

contains of three video channels: visible light (FULL HD 

resolution: 1920x1080 pixels), thermal (resolution: 640x480) 

and short-wave infrared (resolution: 720x576 pixels).  

The Algorithm is implemented in Python programming 

language using the OpenCV library to perform most of the 

functions related to image processing. The algorithm is 

applied to the compressed video signal. The stream from 

cameras was achieved via RTSP (Real-Time Streaming 

Protocol). 

The algorithm is initialized by the first frame of the video 

sequence. For each subsequent frame that arrives from the 

camera, it is observed in relation to the previous one whether 

and what kind of movement occurred in the video sequence. 

After the input frame arrives, the Optical flow calculation for 

two successive frames is started. Dense Optical flow [12], 

Farneback implementation [13] from OpenCV library was 

applied. In parallel with the Optical flow calculation, the input 

frame is forwarded to the object of interest detector, YOLO 

algorithm, version 3. The YOLO method is implemented in 

the C programming language in the Darknet framework [14] 

using the CUDA acceleration library on the GPU. Object 

detection was performed on a reduced resolution image 

(448x448 pixels) primarily due to the execution speed to 

enable real-time operation. Using the NVIDIA RTX 2080 

GPU for 448x448 pixel images, the processing time per frame 

is about 16ms. Reducing the resolution affects the detection 

performance (lower resolution - poorer detection), but the 

empirical assessment has shown that the resolution used is 

quite satisfactory for the quality of the detector in relation to 

the execution speed. Processing time per frame required for 

the Optical flow calculation on the same resolution (with 

parameters: Tbin = 50 and Tcont = 0.35% of the image area) 

is about 8ms, while the time consumption for the whole 

algorithm is about 27ms per frame ~ 37 frames per second 

(fps). The achieved speed is quite satisfactory for cameras that 

operate with 30 fps. The YOLO model pretrained on the 

COCO data set [15], which includes classes of pedestrians and 

cars, was used for object detection on visible light and SWIR 

images. Although the COCO dataset contains only the color 

images, the model was able to generalize well enough that the 

same model can be applied to the SWIR images. For detection 

on thermal images that are significantly different from color 

and SWIR images, pretrained model on COCO dataset was 

additionally trained with 9229 thermal images (8314 from 

FLIR dataset [16] and 915 taken from VMSIS thermal 

channel) to further improve detection performance on thermal 

images, especially for small objects at greater distances from 

the camera. Images from FLIR dataset were labeled for car 

and pedestrian classes, while for the purposes of this work we 

manually labeled images from VMSIS thermal channel for car 

and pedestrian classes using Yolo mark - application for 

marking bounded boxes of objects in images for training 

YOLO detector [17].    

For the obtained detections of moving objects and 

detections of objects of interest, their overlap is then 

determined by applying the IOU metric, and if the overlap is 

sufficient and exceeds the threshold of 0.5, a decision is made 

that detected objects of interest are in motion and only 

bounding boxes around these objects are retained represents 

the end result of the algorithm. 

In Fig. 4 are given three image sequences (Visible, SWIR 

and Thermal) that show the results of the algorithm, while 

Table I presents objective performance of the algorithm on the 

same sequences. In Table I Accuracy is the percentage of 

video sequence frames in which all moving objects of interest 

are detected, while false alarm is the percentage of frames in 

which some of the objects of interest that are not in movement 

are detected as moving. 

In visible and thermal image sequences, cars were selected 

as objects of interest. The observed sequences present scene 

where pedestrians are beside the cars, and in the background 

is parking with static cars. The scene illustrates a situation 

with moving objects of interest, but also objects of interest 

that are not in movement. The algorithm distinguishes 

between objects of interest in movement (moving cars at the 

crossroads) and other objects in the scene (moving pedestrians 

and static cars in parking). In the sequence of SWIR images 

pedestrians were selected as objects of interest. The observed 

scene contains pedestrians standing, as well as those in 

motion. The algorithm detects when pedestrians who in the 

previous scenes were not in the frame appear, and if they are 

in motion, they are detected with a red bounding box. 

Detection accuracy is mostly affected by the partial 

occlusions that are very often - a static or moving object 

covers an object of interest, image contrast changing, and 

always present noise especially in infrared images. The lowest 

accuracy is obtained for SWIR sequence, and the main reason 

for that is used detector of objects of interest, trained with 

visible images. The false alarm error occurred due to the 

appearance of any moving object in front of the object of 

interest that is not in movement, which is the main weakness 

of the simple IOU comparison between the objects of interest 

detections and detections of movement in the image. 

 
TABLE I 

 Number of frames Accuracy [%] False alarm [%] 

Visible 622 68.3 2.03 

SWIR 724 53.8 3.18 

Thermal 600 80.5 3.32 
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V. CONCLUSION 

The paper shows that the combination of the Optical Flow 

and the YOLO algorithm can be very successfully used to 

detect objects of interest in motion in a video sequence. As 

Optical flow is an exact method, regardless of the type of 

sensor and the moving object, using Optical flow, motion in a 

video sequence can be detected very successfully. However, 

the YOLO detector, like any other deep learning-based model, 

largely depends on the training set used for training. Object 

detection problem in color images is largely solved and the 

detection performances are very good. However, the problem 

of detection of objects of interest on infrared images remains 

open for further improvements. The most common problem is 

the lack of data of infrared images for training, primarily due 

to the cost of the infrared sensors themselves. Although 

insufficient, publicly available sets of LWIR and MWIR 

images can be found, but they are almost non-existent for 

SWIR sensors. As future work in this area and the 

improvement of the presented algorithm is seen in the creation 

of bigger infrared image datasets for detectors training to 

achieve better performance on LWIR and SWIR images.  
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Abstract—This paper gives a review of current infrared focal 

plane arrays from the point of view of the practical application 

capabilities in the long range surveillance systems. We have tried 

to point out the vital components of the IR detector and gave the 

current trend of development that will be useful for a system 

architect whose task is to select components from the most 

competitive technologies available on the market now and to 

have in mind what is expected to be available in the near future. 

 

Index Terms—Infrared technology, infrared detectors, 

Infrared focal plane array, System architecture, Long range 

surveillance.  

 

I. INTRODUCTION 

Infrared Focal Plane Array (IR FPA) is a sensing device, 

consisting of an array of light-sensing pixels at the focal plane 

of a lens that is sensitive to infrared radiation. The device 

operates by converting infrared photons to an electrical signal, 

and using it to construct an image of the sample. Strictly 

speaking detector array should be placed in the image plane 

that is close to focal plane but not exactly the same. 

Five decades ago, a new semiconductor concept introduced   

Charge Coupled Devices (CCD) which paved the way to solid 

state imaging systems [1-2]. Successes from implementation 

of silicon CCDs in visible spectrum were followed by 

employing similar techniques to obtain IR FPAs that were 

realized in integrated two-dimensional arrays of detectors on 

the focal plane with multiplexed readouts [3]. 

Nevertheless, physical differences between visible CCD 

and IR FPA required additional procedures to be undertaken. 

Most obvious difference is resulting from the material used 

for detector and multiplexer readouts. While visible CCDs 

have both realized in silicon, IR FPAs have to cope with 

different type of materials (narrow bandgap semiconductor 

photon detectors, silicon multiplexers) and technology 

challenge of their interconnection. Also, narrow bandgap 

materials used in IR FPAs imposed the necessity of cryogenic 

cooling in order to decrease electronic noise to approach the 

photon noise limit. For this reason such IR FPAs are 

constructed in integrated dewars that complicate the detector 

design and impose strict requirements for electrical and 
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mechanical interfaces [4]. 

IR technology was military used and controlled technology 

and its extraordinary advances in capabilities within a short 

time period during the last century were boosted by Cold War 

arms race [5]. These advances reflect in researches 

considering photon IR detection technology semiconductor 

material science and sophisticated manufacturing 

technologies. 

IR FPA manufacturing technology is expensive on the one 

hand but should be high volume production on the other hand. 

Since IR FPA found their place also in civilian applications, 

even in our homes and mobile phones, the quantity of IR FPA 

is increasing and high volume production is becoming reality. 

As commercial application need less expensive detectors, 

also uncooled IR FPA are being developed, offering good 

performances while less complicated IR FPA manufacturing, 

operating at room temperature therefore not needing 

cryogenic cooler. In some medium range surveillance 

application this type of detectors is also interesting. Such 

detectors are used in Shortwave Infrared (SWIR) and 

Longwave Infrared (LWIR) spectral range. 

In the literature there are a lot of various reviews of the IR 

detector technology examples mainly from scientific 

development results. These reviews are good for judging 

scientific advancement, strategic technology development 

planning, manufacturing facility development and 

deployment. Goal of this paper is to give some guidelines to a 

systems architect of a long range surveillance system for 

selecting the proper IR FPA in order to achieve desired 

performances. We will point out some parameters that are 

important and specific for IR FPA and discuss the current 

trends of IR FPA development. 

II. TRENDS IN INFRARED FOCAL PLANE ARRAYS 

 

Historically, IR FPAs are appearing in the second 

generation (staring systems–electronically scanned). On the 

detector roadmap, third generation is considered staring 

systems with large number of pixels and two-color 

functionality, and fourth generation (staring systems with very 

large number of pixels, multi-colour functionality and other 

on-chip performance improvement functionalities [5]. 

The historical time line of the IR detector road map is 

illustrated in Fig. 1. It took more than half of century to pass 

the way from single detector to high density FPA. The 

spectral sensitivity of the various detector types is illustrated  

in Fig.2, The lot of different narrow band semiconductor 
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materials were considered as good candidates, but only sone 

of them survived the race. 

 
 
Fig. 1. History of the development of infrared detectors and systems.  [5] 

Different detector materials  

 

Among materials used in third and fourth generation IR 

detectors which are selected due to their advantages [6-9] are:  

 

 HgCdTe detectors are used to image rapidly moving objects 

for the very short integration time.  

 QWIP devices had excellent homogeneity and better Noise 

Equivalent Temperature Distance (NETD), but their 

integration time had to be much longer.  

 Sb-based III–V material systems offered mechanical 

robustness and have quantitatively weak dependence of 

band gap on composition,  

 Type II InAs/GaInSb superlattices offer the capacity to tune 

the cutoff wavelength between 3 and 30 μm by varying 

the individual layer thickness [9]. Detectors have very 

uniform image (lower NEDT) and lower unit cost. 

 

 
Fig. 2. Comparison of detectivity D* of various available detectors when 

operated at the indicated temperature. [6] 

 

As we see, most of the IR detector materials, in order to 

provide good detectivity (sensitivity to IR radiation), operate 

at cryogenic temperatures and require cooling.  

 

 

 

Uncooled IR detectors materials  

 

Uncooled IR FPA technology failed to attract much 

attention in the beginning, but around 1992 with promising 

results in LWIR detection, they became popular [10, 11].  

Materials used for uncooled microbolometers are principally: 

 

 Vanadium oxide – VOx - high performance demonstrated 

with this technology, lower NETD. 

 Amorphous silicon – α-Si - technology much more oriented 

on low price commercial applications.  

 

Another spectral region, Shortwave infrared (SWIR), also 

offers uncooled IR detection and has recently gaining a lot of 

application both in commercial apart from its use in military. 

Material that have the predominant use is InGaAs, which can 

be used with Termo Electrical (TE) cooling in order to 

minimize noise effects and obtain high performance. 

 

Therefore, selection of the technology which is best to use 

is driven by the specific requirements of the system and the 

project application. 

 

A. Trends in detector materials development 

 

Actual strategies of leading institutions for planning IR 

detector development, that are driving the progress in this 

field, are in setting up an alternative business model for 

production in which there is a tendency to expand cooperation 

from dedicated military to commercial foundries in order to 

reduce production and maintenance costs [12]. For the last 50 

years, HgCdTe was the most used material for IR FPA used in 

military. Since it is costly, low yield, difficult to process and 

not used for commercial products, strategy is turning to other 

materials from III-V based structures, that can offer affordable 

production, high yield, high performances even on higher 

operating temperature, which can be manufactured using 

commercial foundries. Superlattice structures based on 

antimonide, offer similar features as HgCdTe because their 

spectral response can be tuned to cover from SWIR region to 

Very Longwave Infrared (VLWIR) and their quantum 

efficiency is high. Their advantage over older technology is in 

being more robust and flexible for design. 

 

Major goals in front of the new III-V based design and 

production are: 

 

 Provide alternative to HgCdTe for LWIR spectral range 

detection and dual band detectors. 

 Provide alternative to cryogenically cooled InSb detectors 

in Midwave Infrared (MWIR) spectral detection by Type 

II Strained Layer Superlattice (SLS) and High-operating 

Temperature (HOT) technology. This could increase 

overall system Mean Time Between Failure (MTBF) 

because cooler lifetime is increased. 

 Large format FPA high yield production using high 
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diameter (up to 8”) substrate material, that is compatible 

with well developed Silicon Very Large Scale Integration 

(VLSI) technology. 

 Decrease cost of the detector. 

B. Detector cooling  

Cooled IR FPAs need special type of architecture that is 

called Integrated Dewar Detector Cooler electronics 

Assembly (IDDCA) in order to provide optimal working 

environment to the IR FPA and to deliver digital data to user 

system. In Fig.3. block scheme with main components of the 

cooled IR FPA detector architecture is presented.  

 

 
Fig. 3. Block scheme of the cooled IR FPA detector architecture 

 

Detector is set in cooled environment and in order to 

eliminate stray light internal cold shield is provided that 

matches required optics F number. Feedthrough unit with 

adequate number of pins is used for connection of FPA with 

electronics of read out circuitry. Dewar is integrated with 

Stirling type cooler of required power.  

As a new trend in cooled IR development brings HOT 

detectors with higher operating temperature 150K, required 

power of the Stirling cooler is decreased and that results in 

increase in lifetime of the cooler which is often critical 

component for MTBF of a cooled electro optical system. An 

increase in the FPA temperature up to 150K and above 

improves cooler thermodynamic efficiency reduces the 

detector assembly thermal losses. These are potential benefits 

allowing a cryocooler's size, weight and power consumption 

reduction and also improved performance and low price [13].  

From the point of view of systems architect it is important to 

be aware of all advantages and drawbacks of a cooled system, 

that although offers the highest optical performance, need to 

be dimensioned well for overall cost of maintenance and in 

this evaluation cryogenic cooler plays an important role. 

 

C. Read Out Circuitry ROIC 

 Read Out Circutry (ROIC) is responsible for transfering 

data from IR FPA to the user systems. IR FPA sensors pixel 

size is impacted by the challenges associated with 

hybridization of the detectors material to the silicon ROIC’s 

(bonding of indium bumps), but efforts that have been 

recently made and technology advancements made possible 

realization of smaller pixel IR FPAs. For alignment 

optimization, coefficient of thermal expansion between the 

materials of the ROIC substrate, detector epi layers, detector 

substrate etc., have to be taken into account and compensated 

using compensatory materials in order to minimize thermal-

induced deflection. 

Small pixel performance in IR systems requires the 

optimum trade balance between the optics design, the spectral 

bands, integration time and the applied signal processing 

techniques [14-18]. In new trend of IR detector developments 

pixel is smaller while FPA dimension is increased with more 

pixel elements. 

ROIC can comprise more advanced image processing 

functionalities as shown in Fig.4, or they can be implemented 

in further processing chain, so called video engine or video 

core unit. 

 
Fig 4 . High definition ROIC structure [19] 

D. Video Engine Processing 

Video engine is the electronics that performs image 

processing. It is usually provided by the camera manufacturer 

and offers several levels of integrations by modular design. 

Usually it is composed of several electronic boards, which 

split different functionalities for different level of image 

processing. Terminology used is most frequently referring to 

proxy board, calibration board and interface board of video 

engine. Typical functionalities of proxy board include low 

noise power distribution, cooler control, shutter control, 

Termo Electric Cooler (TEC) control and video analog to 

digital conversion. After this basic video signal acquisition it 

is necessary to do some corrections and calibrations like Non-

Uniformity Correction (NUC), Bad Pixel Replacement (BPR), 

Dynamic Range Compression (DRC) and probably some 

more advanced processing, then to pass the video signal 

further to interface board that will put it in a delivery format 

(analog or digital like Camera Link, HD-SDI, Ethernet etc.). 

 

 
 

Fig.5. Block diagram of single vVSP channel processing unit 

 

After this basic processing, system integrator can add more 

processing blocks in which other controls and algorithms are 

performed. In the Fig.5 block diagram of part of the Vlatacom 
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Institute video single vVSP channel processing unit is 

presented. 

III. FPA APPLICATION CRITICAL PARAMETERS 

When selecting IR detector for long range surveillance 

application, first decision have to be made about selecting the 

working spectral sensitivity band. Usually for coastal 

scenarios, MWIR spectral range (3-5 µm) is preferred, and for 

land application, medium distances LWIR (8-14 µm) 

uncooled detectors can answer the project need. As we 

discussed in the previous work, cooled IR FPA require use of 

cryogenic coolers that increase the overall system price and 

require costly system maintenance. However, current trends 

towards using HOT detectors are making possible the use of 

high performance IR detectors with lower prices and longer 

operational time with coolers’ MTTF declared above 10.000 

hours.  

Technological improvements in manufacturing processes 

have enabled pixel minimization and also high diameter 

substrate material so it possible to manufacture IR FPA that 

have 1920 x 1024 pixels, or 1920 x 1536 with 10 – 15 micron 

pixel technology. 

In order to optimize the overall dimensions and weight of 

the system it may be practical for a system integrator to 

implement its own electronics for video processing and, if 

possible, to use input signal as close as possible to the ROIC 

circuitry of the IR FPA. In that case, knowledge has to be 

acquired about manufacturing processes, and methodologies 

for compensation of detector non-uniformity and bad pixels. 

From the other side, this type of overall signal processing that 

is under control of the integration engineer offers more 

flexibility in customizing the solution for the specific project 

and implementing the most advanced algorithms for video 

processing like many types of video enhancement, video 

stabilisation using external Inertial Measurement Unit (IMU) 

sensors etc. 

IV. CONCLUSION 

IR FPA market is rapidly changing because of the increase 

of high volume production for non-military and commercial 

applications. The major trend in IR detectors design implies 

use of commercial foundries in order to decrease detector 

price and delivery time. Also reliability of the new products is 

designed to be higher because of the optimal use of coolers at 

higher operating temperatures. Large format small pixel IR 

FPA are becoming reality for use in surveillance projects such 

as border protection, coastal surveillance etc. Image fusion 

with other channels benefits from this development since IR 

FPA formats and resolutions are approaching those in visible 

spectrum range. For the multiple camera system integrators it 

becomes possible to approach close to detectors output and to 

control image processing pipeline in order to be able to 

optimize overall system performances.  

System architects while selecting the proper equipment 

should be familiar with most critical steps of IR FPA 

manufacturing chain and strategical planning of future IR 

FPA generations development. 
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Abstract—A novel electronic conditioning circuits based on the 

current-processing technique for accurate and reliable humidity 

measurement, without post-processing requirements, are 

presented. The pseudobrookite nanocrystalline (Fe2TiO5) thick 

film was used as capacitive humidity transducer in proposed 

design. The interface circuitry was realized in TSMC 0.18μm 

CMOS technology. The sensing principle of the sensor was 

obtained by converting the information on environment humidity 

into a frequency variable square-wave current signal. The 

proposed solution features high linearity, insensitivity to 

temperature, as well as low power consumption. The sensor has a 

linear function with relative humidity in the range of Relative 

Humidity (RH) 30-90%, error below 1.5% and sensitivity 8.3 

x1014Hz/F evaluated over the full range of change. A fast 

recovery without the need of any refreshing methods was 

observed with a change in RH. The total power dissipation of 

readout circuitry was 1mW. 

 
Index Terms—Current-processing, humidity sensor, CMOS 

integrated circuit.  

I. INTRODUCTION 

HUMIDITY sensors have a wide application in everyday 

practice, including agriculture, monitoring climate change, 

food storage processes and in the operation of various home 

appliances [1, 2]. In order to meet the demands of such 

applications, humidity sensors should provide high sensitivity 

and linearity in response, in a wide range of possible changes in 

processed humidity under different temperature conditions. In 

addition to the aforementioned demands, the sensor circuits 

must provide long-term stability, short response times with low 

energy consumption. There are different types of humidity 

sensors in accordance with the physical principle used to make 

the conversion: resistive, mechanical, gravimetric, capacitive 

and thermal humidity sensors [3]. Most electronic circuits, 

representing the interface between the sensor itself and the 

processor unit, are based on the use of operational amplifiers 

[4]. The growing desire for miniaturization of such systems and 

reduction of their consumption places increasing challenges in 

the design process before the circuit designers. CMOS 

technology is a logical response to such challenges, but due to 
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the different ratio of the width and length (W/L) of the 

transistors used, there is a trade-off between the speed, gain, 

power and other parameters [5]. The sensor circuit has often 

been based on the principle of a resistor sensor [6]. Such 

sensors can detect changes in temperature, humidity, pressure, 

etc. The capacitive sensor on the other hand can process 

moisture, speed, and acoustic shift and so on. Sensing circuits 

that detect the change of resistance enable a relatively simple 

realization of the accompanying electronic interface.  

Everything listed was the reason for the development of the 

sensor circuit suggested in this paper. Metal oxide 

semiconductor materials have been intensively investigated for 

application as humidity sensors [7, 8]. The humidity sensing 

mechanism of metal oxides is simple. It is based on water 

adsorption on the material surface that is composed of grains, 

grain boundaries and pores. Nanostructures and nanomaterials 

have led to many new applications of metal oxides due to 

changing and enhancing their microstructural properties [9]. 

Pseudobrookite (Fe2TiO5) is an iron titanium oxide, with a 

band gap similar to hematite with potential for application as a 

gas sensor. We have investigated possible application of 

pseudobrookite for NO gas sensing [10], but our recent work 

has focused on humidity sensing properties of this material 

[11].  

Analogue interface circuits used in capacitive sensors are 

based on the application of one of the following methods: 

measurement based on the application of AC sources to detect 

the voltage and current at unknown capacitance; using a 

capacitance divider; resonance and bridge circuits containing 

the measured capacity; methods based on charge transfer; 

differential methods [2, 12]. 

This paper proposes a cheap, accurate, and reliable humidity 

sensor by integrating the sensing element and the conditioning 

circuits using standard CMOS technology for fabrication. We 

propose a new electronic interface circuit based on the concept 

of current mode processing, which is capable of converting 

information on environment humidity to variable frequency 

dependency current (or voltage) signals. To do this we used 

only one active element, DXCCTA- dual-X current conveyor 

transconductance amplifiers. Application of this active element 

is dictated by characteristics of the sensor 

element-pseudobrookite, and its equivalent impedance circuits. 

Practically, design of interface electronic circuits is the 

central and completely new part of the paper, because all other 

parts are based on known configurations, not used up till now 

for practical realization of a humidity sensor. DXCCTA not 

used until now as the base component for realization of 

square-wave signals-converter of moisture to time depended 

Humidity Sensor Circuits Based on the Current 

Processing 

Predrag B. Petrović, Marija-Vesna Nikolić , Mihajlo Tatović  
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current signal. We created a system for checking humidity 

information in real time. Moreover, the use of grounded 

passive components in circuit implementation is also beneficial 

from the integration point of view. 

The proposed conditioning circuit was verified through the 

HSPICE simulation results carried using 0.18 μm CMOS 

technology, and can operate very well with nonlinearity less 

than 1%. This technology is a strong candidate for the 

easy-to-scale implementation of next generation electronics, 

such as the Internet of things (IoT) [13], LoRa-based sensor 

technology (for example the RN2483 LoRa transceiver 

module), built around a Semtech SX1276 transceiver [14], and 

printed passive/active electronics. 

II. PROPOSED ELECTRONIC INTERFACE CIRCUITS  

We used a newly proposed active element, DXCCTA as the 

base for the realization of the interface between the transducer 

and acquisition unit (for example, microcontroller PIC 

18F45K80, a high performance 8-bit MCU [16]), Fig 1a. 

Practically, DXCCTA is a combination of two versatile active 

elements: DXCCII and an operational transconductance 

amplifier (OTA), with electronic tunability capability [16]. 

Thus, DXCCTA enjoys all the benefits of DXCCII and OTA, 

but they have never been used in realization of a sensor circuit. 

Some applications require an extra buffer in the active element 

to meet the requirement of an appropriate impedance level for 

the output signal [12]. This is not the case with our proposed 

sensor circuits, because we select port connections in a new 

and appropriate way. Fig. 1b shows CMOS implementation of 

the used DXCCTA.  
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Fig. 1. (a) Circuit of the proposed conditioning-interface circuits, (b) CMOS 
implementation of DXCCTA. 

 

As we can see, DXCCTA has eight terminals of which x+ 

and x- terminals are low impedance terminals whereas the 

terminals y, z+, z-, o1+, o2- and o3+ are high impedance 

terminals. In CMOS implementation of DXCCTA, Fig. 1b, 

MOS transistors, M1-M20 form sub-block DXCCII, and MOS 

transistors, M21-M32 form OTA stages. 

Detailed operation of DXCCTA in the saturation region is 

given in [16], and this operation mode is further utilized in 

operation of the proposed sensor circuit. The proposed 

humidity to frequency converter (Fig. 1a) comprises of a single 

DXCCTA, one grounded resistor and grounded humidity 

transducer, which we can equivalent represent as parallel 

connection of resistor and capacitor, Rsens and Csens (transducer 

equivalent impedances). The output current mode square wave, 

iout is explicitly available from the high impedance terminal, 

o3+. Fig. 1a shows that terminal z- is floated, therefore the 

voltage, vz- saturates either to VDD or VSS depending on the 

current iz-. The voltage, vz- in saturation mode is expressed as 

follows (1). 

0
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DD z

z

SS z

V for i
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(1) 

These levels of vz- are high enough to saturate all OTAs and 

currents, io1+, io2- and io3+ become totally dependent on bias 

currents of their respective OTA stage as per (2). The two 

saturation levels of iout are IB3 and -IB3. The duration of intervals 

in which this square wave current signal follows this saturation 

levels depend on the voltage dynamics across the sensor 

equivalent circuit. The threshold levels are VHT (higher-upper 

threshold) and VLT (lower threshold), and they are defined with 

a bias current IB2 and external resistance R. The operation of the 

proposed circuit can be described as follows: Suppose initially 

iout is at its positive saturation level, IB3. At the same time io1+ 

and io2- will be IB1 and -IB2, respectively. The current, io1+ causes 

the capacitor to charge with the following dynamics: 
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(2) 

The limiting values of voltage across the sensor were 

defined with the threshold level VHT of the vx+. When vx+ 

becomes just higher than the level VHT, the sum of currents iz+ 

and io2- becomes negative causing the vz- to saturate to VSS. 

Therefore, iout is now changed to -IB3 from positive saturation 

level, IB3. Thus, io1+ and io2- are now changed to -IB1 and IB2, 

respectively. A negative current, -IB1 at terminal, o1+ causes the 

sensor to discharge with the above defined dynamics until vx+ 

reaches the threshold level VLT. When vcsens becomes just less 

than VLT, the sum of currents iz+ and io2- becomes positive 

causing vz- to saturate to VDD and iout is again changed to IB3. 

The amplitude of iout is expressed as 

3

3

B z DD

out

B z SS

I for v V
i

I for v V






 

                            

(3) 

The threshold levels of vx+ and the peak to peak amplitude, 

vx+(p-p)  are given as 
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22
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(4) 

The on and off time periods (TON and TOFF, respectively) are 

obtained from voltage across the sensor (their waveforms) by 

comparing the slope during these two time periods 
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(5) 

During the off time period, the voltage across the sensor will 

be change with the following dynamics: 
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(6) 

From (6), it is noted that both cycle periods are equal thus the 

duty cycle of the generated square current signal on port o3+ is 

fixed to 50%. The oscillation frequency, f0 is obtained from TON 

and TOFF as follows 
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(7) 

It is observed from (3) and (7) that the amplitude of iout and 

oscillation frequency, f0 are electronically and independently 

tunable via bias currents, IB3 and IB1, respectively. Also, the 

period of the generated square wave current output signal 

directly depends on parameters of sensor circuits. This way we 

come into the position to indirectly recalculate the humidity of 

the environment in which we place our sensor from 

information on the generated frequency of the current output 

signal. The generated output signal is completely autonomous 

and its frequency has no effect on the capacitance of the sensor, 

which is very often seen in the so far known interface circuit 

realizations [17], in which the detection of moisture is based on 

the principle of moisture adsorption and desorption. 

The performance of the proposed circuits can be further 

evaluated based on the sensitivity of its response relative to the 

sensors parameters Csens and Rsens. Sensitivity (S) is defined as 

an incremental change in the output signal value relative to the 

incremental change in the sensor parameter [18]. According to 

such a criterion, the sensitivity of the analysed circuit for the 

interface is obtained as: 
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(8) 

Based on the obtained relations (8), the sensitivity can be 

adjusted by properly selecting the values of the parameters, and 

for measured values (section IV) we can conclude that the 

proposed circuits offer satisfactory low sensitivity. 

A. Humidity Transducer 

The pseudobrookite humidity transducer was developed by 

screen printing thick film paste on alumina substrate with test 

interdigitated PdAg electrodes. This design is simple, and is 

commonly applied for sensing [19]. Pseudobrookite powder 

and thick film paste was synthesized and characterized in detail 

and this is described [11]. Interdigitated PdAg electrodes were 

first screen printed on alumina substrate and fired in a conveyer 

furnace at 850oC for 10 minutes in air [11]. The electrode 

dimensions were: width 8mm, length 8mm, electrode spacing 

0.25 mm (Fig. 1a). Five layers of pseudobrookite thick film 

paste were then screen printed on the substrate with electrodes, 

with the procedure described in detail in [11] achieving a 

porous nanocrystalline thick film layer about 60 µm thick (as 

each layer was12 µm). 

The influence of the change in relative humidity (RH) 

30-90% of several thick film pseudobrookite sensors on 

complex impedance were monitored in a humidity chamber 

and analysed in detail in [11]. The response and recovery times 

were relatively rapid (16 s) and relatively low hysteresis 

(difference between absorption and desorption) were obtained 

showing that pseudobrookite thick film sensors are good 

candidates for application in humidity sensing. 

III. ESTIMATION OF THE  INFLUENCES OF NON-IDEALITES AND 

EFFECTS ON MEASUREMENT ACCURACY 

In a non-ideal case the terminal characteristics of DXCCTA 

can be described in the following manner 
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(9) 

In a non-ideal case, the currents, io1+, io2- and io3+ are: 
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(10) 

where, α1, α2, α3, α4 and α5 are the non-ideal current transfer 

gains from ix+ to iz+, ix- to iz-, IB1 to io1+, IB2 to io2- and IB3 to io3+, 

respectively; β1 and β2 are non-ideal voltage transfer gains from 

vy to vx+, and vy to vx-, respectively; γ1, γ2 and γ3 are 

transconductance inaccuracies from vz- to io1+, vz- to io2- and vz- 

to io3+, respectively. 
TABLE I 

 DESCRIPTION SIMULATED VALUES OF PARASITIC COMPONENTS, I.E. THE 

PARASITIC IMPEDANCES OF DXCCTA 

Parasitic Simulated Values 

Ry, Cy 1932x1012, 2.45 fF 

Rx+ 132 

Rx- 298 

Rz+, Cz+ 30.2k, 4.38 fF 

Rz-, Cz- 30.3K, 13 fF 

Ro1+, Co1+ 58.2 K, 3.27fF 

Ro2-, Co2- 58.2 K, 3.31fF 

Ro3+, Co3+ 58.2 K, 3.35 fF 

 

Furthermore, the various parasitic components, i.e. the 

parasitic impedances involved in DXCCTA are as follows: 

three small resistances Rx+ and Rx- appear at x+ and x- terminals 

whereas the parallel combinations of (Ry//(1/sCy)), 

(Rz+//(1/sCz+)), (Rz-//(1/sCz-)), (Ro1+//(1/sCo1+)), (Ro2-//(1/sCo2-)) 

and (Ro3+//(1/Co3+)) appear at y, z+, z-, o1+, o2- and o3+ 

terminals-Fig. 1a, respectively. For the CMOS implementation 
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of DXCCTA in Fig. 1b, we measured the parasitic impedances 

of the terminals (using simulation in HSPICE programme), in 

order to evaluate their effects on processing capabilities of the 

proposed interface circuits. The values of these parasitic 

elements are given in Table 1. 

Taking the non-idealities and the parasitic impedances into 

consideration, the proposed conditioning circuit is reanalysed. 

The amplitude of iout is now modified and given as follows. 
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The modified threshold levels and peak to peak amplitude 

are given as 
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(12) 

where, R’=R+RX+. The oscillation frequency is also modified 

as follows 
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(13) 

where, C’=Csens+Co1+. It is observed from (11)-(13) that 

non-idealities and the parasitic impedances of DXCCTA affect 

the amplitude of iout, threshold levels, peak to peak amplitude 

and oscillation frequency, respectively. It is well known that, 

non-ideal gains deviate from unity only at higher frequencies. 

Therefore, the effects of these non-idealities could be neglected 

depending upon the operating frequency range. On the other 

hand, parasitic effects can be minimized by a proper choice of 

R and sensor parameters (Csens and Rsens). The resistance, R 

must be selected such that R>>Rx+ and the capacitor, Csens must 

be chosen such that Csens>>Co1+. Correct selection of the 

observed parameters leads to improvement in the dynamic 

range of the sensor circuit, with reduction in the effect of the 

parasitic components.  

In order to further check the performance of the proposed 

interface circuit, in a situation where there is variation in the 

fabrication process-the production of semiconductor elements 

and voltage variation, Monte Carlo simulation (provided by the 

HSPICE software package itself) was performed in 1000 runs. 

During this analysis, the voltage supply of ±1.25 V, bias 

voltage of 0.42V, and bias currents of 50 μA amplitude was 

used, which resulted in the histogram in Fig. 2. It is assumed 

that due to possible variation in the manufacturing process, the 

threshold voltage of all MOS transistors deviates by 5% 

(Gaussian deviation) and that the variation in the supply 

voltage (VDD and VSS) is the order of 5% (Gaussian deviation). 

We assumed that the extreme PVT (Process Voltage 

Temperature) variations were in the range of +/- 5% (this 

tolerance is applied over the 0 oC to 100 oC temperature range). 

On the basis of such conducted analysis, we are in a position 

to investigate the effect of the process parameters and the 

mismatch between transistors on the precision of processing. 

We define the lower and upper limits of the interval, which 

contains 95 % of error-absolute value of difference between the 

predicted and observed output value [20]. The standard 

deviation in the generated output current input signal was 

approximately 0.64 A. It was noted that such changes do not 

lead to a larger deviation in the frequency of the generated 

current signal (order of 2%) and that the amplitudes of the 

output waveforms are not disturbed. 

 
Fig. 2. Distribution of errors in the behaviour of the proposed interface circuit, 
for divergence in the value of parameters, from their nominal values. 

IV. SIMULATION RESULTS 

Simulations were performed using HSPICE with 0.18 μm 

TSMC CMOS process parameters. The supply voltages of 

±1.25 V, and bias voltage, VBB=0.42V were used in the 

simulation. The aspect ratios (W/L ratios) of MOS transistors 

used in the CMOS implementation of DXCCTA are given in 

Table 2. 
TABLE II 

MOS TRANSISTOR ASPECT RATIOS (W/L) 

 

M1-M2 0.72/0.36 

M3-M5 1.44/0.36 

M14-M15 1.34/0.36 

M16-M18 2.4/0.36 

M6-M13, M19-M20 4.8/0.36 

M21-M26 1.44/0.36 

M27-M32 3.6/0.36 

 

The value of resistance is chosen R=1 kΩ (R>>RX+-specified 

in Table 2). For the specified values of magnitude of iout=50 

μA, vC(p-p)=100 mV, the values of IB1, IB2, IB3 are found 

according to the design process as follows: IB1=IB2=IB3=50 μA 

and Csens= 500 pF, Rsens=4 MΩ. The transient responses of iout 

and vC are shown in Fig. 3a. The simulated oscillation 

frequency of 0.5 MHz is obtained in Fig. 3a, which is similar to 

the designed oscillation frequency. The transient responses of 

iout and vC when IB1 is changed to 80 μA are shown in Fig. 3b. 

The simulated frequency is now changed to 0.789 MHz (1% 

error) at IB1 =80 μA. It can be seen that the threshold levels of 

vC and amplitude levels of iout are not affected by the change in 

bias current, IB1. Fig. 3c shows the electronic tuning of 

amplitude of iout for different values of IB3 (40 μA and 60 μA, 

IB1=40 μA, IB2=60 μA). It can be seen that the amplitude of iout 

is independently tunable without affecting the oscillation 
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frequency.  

From the Figs. 3a and 3b we can see that voltage across the 

sensor possesses a virtually linear characteristic that results 

from the value of its time constant, which leads to very fast 

voltage fluctuations in the observed boundaries.  Among other 

things, the proposed conditioning and conversion circuits 

shows the sensitivity of 8.3x1014Hz/F, which is much better 

than other circuits used for comparison in Table 1. 

 

 
(a) 

 
(b) 

 
(c) 

Fig.3. Transient response of proposed interface circuits (a) Simulated 

waveforms of iout and vC, IB1=IB2=IB3=50 μA, fo=0.5 MHz, (b) simulated 
waveforms of iout and vC, IB1=80 μA, IB2=IB3=50 μA, fo=0.789 MHz, (c) 

Electronic tuning of amplitude of iout for different values of IB3 (40 μA and 60 
μA). 

 

For further laboratory and simulation verification of the 

proposed design we used a JEIO TECH TH-KE-025 

temperature and humidity climatic chamber in the relative 

humidity range 30-90% [11] in which we placed humidity 

transducer. Prior to each measurement the samples were 

dried/heated for 20 minutes at 50oC to remove any moisture. 

The test sample was placed into the chamber and using wires 

soldered to the electrodes we established connection with 

acquisition card on our PC and then transferred to the 

MATLAB environment and after that to HSPICE, without 

altering to plot the curves. The humidity was varied between 30 

and 90% at 25oC, by setting the desired humidity value. The 

simulation observed in this way (with input data obtained on 

real humidity transducer), waveforms of iout and vx+ are shown 

in Fig. 4 - the response in the time domain of the proposed 

sensor system in a situation where the environmental humidity 

is changed. The simulation oscillation frequency in situation 

when moisture is 60%RH is 0.1542 MHz (0.58% error in 

comparison with calculated frequency). The electronic tuning 

of amplitude of iout via bias current IB3=250 μA is shown in Fig. 

4c, which shows that the amplitude of iout can be independently 

controlled without disturbing the oscillation frequency.  

 

 
(a) 

 
(b) 

 
(c) 

Fig.4. The time domain behaviour of the proposed interface circuits (a) 

30%RH, (b) 60%RH, (c) 90%RH and bias current IB3=250 μA. 
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Fig.5. Features of the proposed interface circuits-change in the frequency of the 

output signal with moisture concentration and difference (error) between 
theorethical data and expectation-simulation results (theory versus simulation 

measurement). 

 

Using the MATLAB environment we detected the frequency 

of the output current signal and subsequent signal conditioning 

(on external resistance connected to the input pin of the 

acquisition card to obtain a voltage equivalent). To count input 

edges of the square wave output signal, the timer as a counter 

has been used. The dependence of the frequency f of the output 

current signal on the humidity of the environment in which the 

sensor circuit is located (the chamber used during the 

laboratory performance test of the proposed sensor system) is 

shown in Fig. 5. It shows that the frequency is proportional to 
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the capacitance change with moisture content. On the same Fig. 

5, we compared the simulation and theoretical measurement 

results. We can see that the obtained results are well correlated 

because the error (relative) in the operating range of 30% to 

90% RH is below 0.65%. The proposed sensor system 

possesses satisfactory properties in terms of error and gives a 

linear frequency change relationship. 

The response time of a sensor when exposed to moisture is 

defined as the time in which a sensor reaches 90% of the total 

response, while recovery is the time required for a sensor to 

return to 90% of the original baseline signal, when moisture is 

removed [11]. The average response time was about 16s, while 

the recovery time was very fast and the sensor recovered in 1s. 

The difference in response and recovery times was attributed to 

the microstructure of pseudobrookite thick films that 

represented a porous network of aggregated nanoparticles [11]. 

V. CONCLUSION 

In this paper, a humidity sensor read out circuitry using 

DXCCTA has been designed. The proposed interface provides 

a simple interconnection with the associated processing unit 

without post-processing, with very low power consumption of 

1mW. It is important to note that the proposed design can be 

fully realized in the form of an integrated circuit. The proposed 

solution is based on generating a fully autonomous current 

signal, the period of which is linearly dependent on the 

capacity of the humidity sensor. The possibility of precise 

humidity measurement in the range of 30% to 90% RH with 

error less than 1.5% was experimentally confirmed (sensitivity 

8.3 x1014Hz/F over the full range of changes). The design can 

be used for a humidity sensor and can be adopted by industries 

due to its flexibility in design that could be beneficial from the 

point of view of industrial production costs. 
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