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Abstract—This paper presents a design of a JTAG to memory-
mapped bus master bridge generator implemented using Chisel
hardware design language. This type of digital module can
provide convenient and practical means of configuring a wide
range of peripheral circuitry with a memory-mapped slave
interface attached to a bus interconnection, as well as of their
testing and debugging. The peripherals can be configured by
driving the input signals of the JTAG interface with the values
that represent the previously defined instruction codes, thus
initiating write or read data transactions on the interconnect bus
through the master interface to their memory-mapped registers.
The master interface can be either AXI4 or TileLink, depending
on the characteristics of the whole system which the depicted
bridge is a part of. The proposed generator offers the ability of
creating slightly different modules by using different parameter
selections. The implemented design has been extensively tested
using various software simulations with a number of different
slave peripherals and mapped and tested onto a commercial
FPGA platform. These actions experimentally confirmed the
previously made assumption of the utility and convenience of
the proposed generator.

Index Terms—JTAG to memory-mapped bus master bridge,
AXI4 and TileLink protocols, memory-mapped interface, periph-
erals testing and debugging, Chisel hardware design language,
design generator.

I. INTRODUCTION

From the very beginnings of the integrated circuits and the
emergence of the first microprocessors, memories and data
storing were emphasized as one of the most important and
vital parts of its structure because of a vast number of possi-
bilities and numerous functions it provided. Almost all digital
applications and devices were able to develop and operate
on its basis. As the time passed by, with the improvement
of the existing technologies and the emergence of the new
ones, along with the development of microprocessors, those
applications and devices started to become more and more
complex and sophisticated as well. Therefore, not only that
the limited capacities of the devices’ memories appeared to
be the major problem, but the ways of accessing their data
were too, usually due to a need for the standardized methods
or high performance criteria of the systems. Several ways of
a microprocessor data access were developed over the years,
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with the usage of the port-mapped input/output (PMIO) and
the memory-mapped input/output (MMIO) interfaces [1] being
the most common ones.

The main characteristic of the port-mapped input/output
data access interface is the presence of special address space
outside the common system memory for every included
peripheral. Usually, that implied the existence of special,
dedicated instruction set for data access, such as "IN” and
”OUT” instructions in x86 architectures [2]. The PMIO was
more extensively utilized in earlier digital systems with less
developed microprocessors with small address spaces, since
the valuable resources were not consumed by the input/output
(IO) devices. However, sometimes it is not convenient to use
this kind of data access because of the possible frequent
context switching or the need for the manipulation of 10
devices using only standardized memory access instructions.
Those features are delivered by using the memory-mapped
input/output interface.

As mentioned before, systems with the MMIO have a shared
virtual address space, along with the program memory or
user memory, with the same instruction set for accessing it.
All the devices are attached to an interconnect bus and from
the perspective of the microprocessor, there is no difference
whether it manipulates with the peripheral I/O device, or some
internal data. Therefore, a wide range of different peripherals
with the memory-mapped registers can be integrated in the
system without almost any additional logic, thus allowing it
to grow plentifully in terms of its functionality. Having this
in mind, it is no wonder that modern-day systems more and
more rely on this version of peripheral device’s data access.

In the previous couple of paragraphs, the characteris-
tics and the importance of the MMIO interface within the
microprocessor-based systems were elaborated. For each one
of those systems, manipulating the peripheral devices by
accessing their data should be well-explained and straight-
forward. However, sometimes there is a need to manipulate
or test those devices without implicating the microprocessor.
In those cases, accessing the interconnect bus and initiating
data transactions could be very challenging and complex.
For that particular reason, the JTAG to memory-mapped bus
master bridge generator from this paper’s topic was designed
and created. It allows a user to access the peripheral device
connected to either AXI4 [3] or TileLink [4] bus without the
engagement of any kind of processing unit, but by using the
standardized and quite popular JTAG interface [5], [6].



This paper, along with the quick overview of the used
protocols and detailed description of the design of the JTAG
to memory-mapped master bus bridge and its implementation
with the used Chisel libraries, also serves as the user manual
of the module and depicts the obtained results through simu-
lations and hardware implementation.

II. A JTAG TO MEMORY-MAPPED BUS MASTER BRIDGE,
ITS INTERFACES AND INSTRUCTIONS

A JTAG to memory-mapped bus master bridge [7], [8]
is a digital component which initiates data transactions with
the peripheral devices possessing the memory-mapped in-
put/output interface, attached to an interconnect bus. This
module communicates with the outer world through two ends
and three possible different interfaces. The user sends the
desired instruction by driving the signals on the user-end JTAG
interface, present in all the variants of the module. The in-
struction, if performed correctly, then initiates the appropriate
transaction on the bus-end interface, which can be either AXI4
or TileLink, depending on the user’s preferences or the system
requirements. In the next few paragraphs, a brief overview of
these interfaces is provided.

A. JTAG Interface

The Joint Test Action Group (JTAG) is a standardized four-
wire serial protocol usually used for testing and debugging
integrated circuits through a JTAG port. It consists of three
input signals and an output signal: Test Clock (TCK), which is
used as a clock signal for a JTAG controller and is independent
of system clock signal; Test Mode Select (TMS), an input
signal which serves as a control signal for a JTAG finite state
machine (FSM), which will be discussed later; Test Data Input
(TDI), an input signal that represents the input serial data for
JTAG instruction and data registers; Test Data Output (TDO),
the serial output data for JTAG instruction and data registers
(an additional output signal exists to express the validity of the
output data on the TDO pin). The on-chip JTAG Test Access
Port (TAP) implements the mentioned FSM, which is used for
the realization of the JTAG subpart of the module.

The JTAG FSM is used to correctly accept the JTAG
interface signals and to recognize whether the arrived data
values are the instruction values or the data values itself. It
is driven by the rising edge of the TCK signal and the state
changing is controlled by the TMS signal. In certain FSM
states, data from the TDI port is captured. From the idle state,
by driving the TMS signal in the appropriate way, the user
chooses to enter either the select data or the select instruction
state and then the data/instruction capture state. From that
point on, the procedure is identical for both instruction and
data capturing. The only difference is that the captured values
are stored in different registers. In the data/instruction shift
state, values from the TDI port are stored in a shift register
as long as the FSM stays in that state. Afterwards, the FSM
enters the update data/instruction state and then returns to the
idle state, with the complete data/instruction value stored in the
appropriate register. A block diagram of the complete JTAG
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Fig. 1. A block diagram of the complete JTAG finite-state machine with all
the state transitions and the TMS signal values.

FSM with all the state changes and the TMS signal values is
shown in Fig. 1.

B. AXI4 and TileLink Interfaces

Advanced eXtensible Interface 4 (AXI4) protocol is a
parallel, synchronous, high-frequency multi-master and multi-
slave communication interface. It is tailored mainly for the on-
chip communication, which makes it suitable for the systems
mentioned above. AXI4 interfaces consists of a vast number
of different signals, with many of them optional, making it
a versatile interface applicable to various different systems
and applications. Even though it is described as multi-master
and multi-slave interface, in every transaction only a single
master and single slave communicate with each other. All
the masters and the slaves are mutually connected through
an interconnect bus. In the JTAG to memory-mapped bus
master bridge module, this interface is used as a master
interface and in most applications that include it, because of
its sole purpose, the only active master is the module itself,
whereas one or more slaves could exist. A simplified block
diagram of an example of such a system is shown in Fig. 2.
AXI4 interface protocol consists of 5 different channels: write
address (AW), read address (AR), write data (W), read data
(R) and response (B). Every one of those channels work on the
handshaking principles and thus contain the pair of ready/valid
signals. All the channels except the response channel have data
signal among the various others signal whose function is to
additionally describe and secure successful data transactions.
Apart from the single read and single write data transactions,
AXI4 interface supports the burst read and burst write data
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Fig. 2. A simplified block diagram of a system with a JTAG to memory-
mapped bus master bridge and three slave peripherals attached to an AXI4
interconnect bus.

transactions.

TileLink is a parallel, synchronous, high-frequency multi-
master and multi-slave communication protocol, in some ex-
tent similar to the AXI4 protocol. It is also designed mostly
for the on-chip communication, with a special emphasis on the
cache coherence transactions. The communication between a
master and a slave (sometimes called a client and a manager
in terms of this interface) is also performed based on the
handshaking protocol. Overall, five communication channels
can exist, with only two mandatory: channels A and D are
mandatory, while channels B, C and E are optional. Each of
the channels consists of several signals, including a data signal,
a couple of ready/valid signals and some other signals used to
describe and control transactions. The mandatory channel A
flows from master interface to slave interface, carrying request
messages sent to a particular address. Then, the slave responds
to the master’s request through the mandatory channel D.
Other channels B, C and E are optional, and they are utilized
for complete TileLink cached protocol, where channels B and
C have similar functions as channels A and D respectively,
whereas channel E is used as a final acknowledgment channel.
In the module from the topic of this paper, however, only
mandatory channels are used, and therefore, not much atten-
tion is provided to other three channels. TileLink protocol
interface can be used as the master interface of the module
instead of the AXI4 interface.

C. Defined Instructions

As it can be concluded from the previous paragraphs and
sections, the JTAG to memory-mapped bus master bridge
is a module that integrates two different interfaces with its
dedicated controllers: JTAG and AXI4/TileLink. Those two
controllers operate independently, they are even driven by
different clock signals (TCK for JTAG controller and system
clock signal for the AXI4/TileLink controller), but they are
mutually synchronized through the internal signals. The JTAG
controller works on the basis of the previously described JTAG
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Fig. 3. JTAG input signal diagrams for correctly sending an instruction code
(upper diagram) or a data value (bottom diagram) when the JTAG finite-state
machine is in the idle state.

FSM, while AXI4/TileLink has its own FSM. The whole
module has the following, rather simple, signal flow. User calls
an instruction by driving the serial JTAG input signals. The
JTAG controller accepts the data, converts it to the parallel
form and sends it to the AXI4/TileLink controller who, if it
is recognized as a write instructions or a read instruction or
any subvariant of them, initiates the transaction between the
module and the appropriate slave. JTAG input signal values
for correctly sending an instruction code or a data value when
the JTAG FSM is in the idle state are shown on the timing
diagrams in Fig. 3. In order to send the data value to the serial
TDI input correctly, the least significant bit of the data should
be sent first. It is strongly recommended that, prior to using
the module, the user ensures that the JTAG FSM enters the
reset state. It is achieved by driving the TMS signal with the
active high value for five straight TCK cycles. By doing so,
no matter what state was the JTAG FSM in, it will enter the
desired reset state.

Total of four types of data transactions can be initiated by
the AXI4/TileLink master interface on the interconnect bus:
write, read, burst write and burst read. Also, nine instructions
that the user can call through the JTAG interface are defined.
The purpose of them is to enable the data transactions to be
performed and to pass all the information needed for it. Each
instruction can require either both instruction code and data
itself to be provided, or just the instruction code. Both of them
are captured in their dedicated JTAG FSM state. After the input
serial data arrived entirely to the JTAG controller, it sends
both the instruction code and the data to the AXI4/TileLink
controller. A list of defined instructions, along with their codes
and descriptions, is the following:

¢ 0x01 - Write instruction, initiates the AXI4/TL controller

to begin writing the acquired data to the acquired address.

o 0x02 - Address acquire instruction, accepts the serial data

as the address for the read/write instruction.

e 0x03 - Data acquire instruction, accepts the serial data as

the data for the read/write instruction.

e 0x04 - Read instruction, initiates the AXI4/TL controller



to begin reading data from the acquired address.

¢ 0x08 - Number of burst transactions acquire instruction,
accepts the serial data as the number of the read/write
instructions during one burst transfer cycle.

e 0x09 - Burst write instruction, initiates the AXI4/TL
controller to begin performing acquired number of the
write transactions. Data is written to the consecutive
addresses.

e 0xOA - Data index number acquire instruction, accepts
the serial data as the index number of data to be acquired
using the following instruction for the burst read/write
transfer.

¢ 0x0B - Indexed data acquire instruction, accepts the serial
data as the data at the acquired index number for the burst
read/write transfer.

e 0xOC - Burst read instruction, initiates the AXI4/TL
controller to begin performing acquired number of the
read transactions. Data is read from the consecutive
addresses.

Before the write instruction, both the address acquire and
the data acquire instructions must be performed. Before the
read instruction, the address acquire instruction must be per-
formed. For the burst write instruction, the data for every
single transaction must be acquired beforehand, as well as
the total number of burst transactions for both the burst write
and the burst read instructions. Two read/write/burst read/burst
write instructions of the same type cannot appear sequentially
one right after another, there must be at least one other
instruction between the two. After performing the read or burst
read instruction, read data appear on the serial output JTAG
TDO data port, with the TDO driven signal having the active
high value. All the instruction codes that are not mentioned
in this paper can be assumed to be the no-operation (NOP)
instructions.

IIT. A DESIGN GENERATOR AND ITS IMPLEMENTATION

Previously depicted JTAG to memory-mapped bus master
bridge have been captured inside Chisel 3 hardware design
generator. Both solely and in a combination with numerous
slave peripheral modules, the generator has been thoroughly
tested using standard Chisel verification and implementation
paths for FPGA design flow. The design generator is made
available [9] for public use as a free and open-source hardware
library.

The generated module itself consists of two main subparts:
JTAG controller and AXI4/TileLink controller, with their in-
terfaces and internal communication signals. A block diagram
of the JTAG to memory-mapped bus master bridge with all its
interfaces and two main submodules is depicted in Fig. 4.

The JTAG controller is the submodule that communicates
with the user. Its main purpose is to accept the serial data from
the JTAG user interface, pack it in the appropriate format and
send it to the AXI4/TileLink controller, as well as to accept
the parallel data read from the slave peripherals and to put it
on the JTAG serial data output. The JTAG controller is based
on the previously depicted, standard JTAG FSM. Besides the
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Fig. 4. A block diagram of the JTAG to memory-mapped bus master bridge
with all its interfaces and the two main submodules.

common JTAG interface signals TCK, TMS, TDI and TDO,
several more I/O signals exist. To begin with, TDO signal is
divided into the one-bit-wide output signals: TDO data, which
represents the serial output data, and TDO driven, which serves
as the data valid signal. Those two signals are active at the
falling edge of the TCK clock. There is also an asynchronous
reset input signal which transits the JTAG FSM current state
to the reset state.

Through the TDI JTAG serial input pin, the user can send
either an instruction code or the data value itself. The JTAG
can distinguish between those two thanks to the TMS control
signals. Arrived data is translated from serial to parallel data
format by using two shift registers, one for both instruction
and data values. Data from the shift registers are stored into
the two data registers, one at a time, when the JTAG FSM en-
ters the appropriate data/instruction capture states. Data from
those two registers are sent separately to the AXI4/TileLink
controller.

A. The AXI4 and TileLink Controllers

The AXI4 and TileLink controllers are similar to one
another, with the obvious difference in the master interface
signals. They accept the instruction and data values from
the JTAG controller, recognize the instruction code and take
the action correspondingly. If the instruction code suits the
either read or write instruction code, the controller initiates the
communication with the appropriate slave peripheral through
the AXI4/TileLink interconnect bus. The instruction code and
data values are stored into the two separate registers. The
value from the instruction register is constantly checked and
compared to the instruction code of each of the four data
transfer instructions (write, read, burst write, burst read). When
those two values match, the appropriate flag value is set
to the active high (a flag exist for every one of those four
instructions) and that signifies that the appropriate instruction
is set to be executed. Apart from signalizing that the instruction
should be performed, the flag signals are used to prevent
other instructions to be executed until the end of the current
instruction. For the purpose of the burst transfers, a counter
that counts the number of performed transfers is implemented
inside the controller. Both controllers rely on their own FSMs



which secures the correctness of the communication with the
peripherals.

The AXI4 and TileLink controllers also send the data read
from the peripherals to the JTAG controller. For that purpose,
several more internal signals exist. Apart from the one that
carries data values to the JTAG controller, there are signal
that marks the validity of the arrived data and two signals that
mark that the JTAG controller has received the data and that
the all bits of the data were sent to the output TDO pin.

The AXI4 controller FSM has the task to control the
communication with the slave peripherals. State transitions are
realized thanks to either flag values mentioned above, or the
AXI4 signal values from the slave, such as ready signal for
the handshaking protocol. Following states exist:

e sIdle - The idle state, the FSM stays in this state until
the write instruction or the read instruction flag is set.

e sSetDataAndAddress - The state in which address is
set on the AW channel, data is set on the W channel and
valid signals are set on both the AW and W channels. The
FSM stays in this state until the ready signals are not set
on both the W and AW channels or until a counter which
ensures that the FSM isn’t stuck in this state counts out.

e sResetCounterW - The state in which the mentioned
counter is reset. Stays in this state for exactly one clock
cycle.

e sSetReadyB - The state in which the ready signal is
set on the acknowledgement B channel. The FSM stays
in this state until the B channel valid signal is not set or
until the counter which ensures that the FSM is not stuck
in this state counts out. The write instruction flag is reset
in this state.

e sSetReadAddress - The state in which the address
and the valid signals are set on the AR channel. The
FSM stays in this state until the AR channel ready signal
is not set or until the counter which ensures that the FSM
is not stuck in this state counts out.

e sResetCounterR - The state in which the mentioned
counter is reset. The FSM stays in this state for exactly
one clock cycle.

e sSetReadyR - The state in which the ready signal is
set on the R channel and data is read from the same
channel. The FSM stays in this state until the R channel
valid signal is not set or until the counter which ensures
that the FSM is not stuck in this state counts out.

e sDataForward - The state in which the read data is
forwarded to the JTAG controller, along with the active
valid signal. The FSM stays in this state until the JTAG
controller does not confirm that the data is received. The
read instruction flag is reset in this state.

A state transition diagram for the AXI4 FSM is depicted in
Fig. 5. Note that the states for the write and the read instruc-
tions only are shown. The reason for the deficiency of the other
two is simply the similarity to the depicted ones. The only nov-
elty for the burst transfers is the fact that after the completed
single data transfer, FSM enters sIdle state only if the burst
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Fig. 5. A state transition diagram for the read and the write instructions of
the AXI4 FSM.

transfers counter has counted out. Otherwise, the AXI4 FSM
enters sSetDataAndAddress/sSetReadAddress state
to perform another transfer.

The TileLink controller FSM has the same task as the AXI4
FSM. Its state transitions are also realized thanks to either
the flag values or the signal values received from the slave
peripheral. Although the states themselves are not identical
to the ones from the AXI4 FSM, mostly because of the
differences between the interfaces, the overall principles are
the same. Therefore, they will not be elaborated in this paper.

B. The Chisel Generator

The Chisel generator of the JTAG to memory-mapped bus
master bridge has few parameters that can impact the char-
acteristics of the generated instances. Data and address buses
widths for all the AXI4/TileLink channels can differ between
32 and 64. The instruction code width is also changeable.
As the current number of instructions is nine, the width of
four bits is sufficient for all the instruction codes. Another
parameter represents the code for the initial instruction. It is
strongly recommended that any code of the NOP instruction
is provided as this parameter. Maximum number of transfers
in a burst cycle can also take different values, as well as the
set of the addresses that the module’s master interface can
access. Even though the Chisel language is extremely suitable
for parameterization of the modules, this capability is not
exploited a lot in this case due to the nature of the proposed
module itself.

For the implementation of the generator, several exploited
open-source Chisel libraries worth mentioning exist. Chip-



salliance’s Rocketchip library [10] is extensively used. It
provided the extremely valuable classes for the implementation
of both AXI4 and TileLink master interfaces, as well as of
the interconnect bus and memory-mapped address space. Also,
the Ucb-art’s Chisel-JTAG library [11] was beneficial for the
realization of the module. Its JTAG FSM design with some
other modules, such as shift registers and I/O bundles, were
utilized. The generator itself was integrated into the Ucb-bar’s
Dsptools library [12].

IV. IMPLEMENTATION AND VERIFICATION RESULTS

There are several stages of the JTAG to memory-mapped
bus master bridge testing. The first one represents the usage of
the software simulations. For the performance of these tests,
Chisel testers are utilized to drive the JTAG input signals.
Apart from testing the module solely, it was also verified
experimentally using various other modules with memory-
mapped control and status registers, from the simple ones, such
as a streaming multiplexer, to more complicated ones, such as
a parameterizable numerically-controlled oscillator or run-time
configurable fast Fourier transformation module. The tested
module was also verified within the simulation environments
with multiple slave modules.

Another stage of the proposed generator’s verification is
implementing and testing the generated instances on an FPGA-
based development board. A Digilent’s Arty A7 board with
Xilinx Artix-7 FPGA family is used for it. All the generator’s
instances are synthesized for 100 MHz system clock frequency.
The JTAG input signals were driven from the PC using the
FTDI’'s C232HM-DDHSL-0 cable [13]. That cable contains
the FT232H integrated circuit [14] and represents the USB 2.0
hi-speed to multi-protocol synchronous serial engine (MPSSE)
cable. For the utilization of the FT232H chip and the cable
itself, Pyftdi open-source library [15] is used. The JTAG
input signals are generated as the general purpose input/output
(GPIO) signals. JTAG clock frequency was set to 15MHz
(GPIO pins can work with the frequency up to 30 MHz)
which is the convenient speed having in mind that the JTAG
clock frequency is obligated to be lower than the system
clock frequency in order for the module to work properly.
Similar to the verification using software simulations, several
additional modules with the memory-mapped registers were
used to validate the functional correctness of the proposed
generator’s module.

The FPGA resource utilization for the JTAG to memory-
mapped bus master bridge is not significant due to the lack
of the complex arithmetic or logic operations and few used
registers. Moreover, it is expected for the peripheral’s utilized
resources to be drastically more numerous.

V. CONCLUSION

In this paper, a generator of the JTAG to memory-mapped
bus master bridge implemented using Chisel hardware design
language is proposed. Mainly, it is used for configuring,
testing and debugging the peripheral modules with memory-
mapped input/output interface in the systems without the
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processing core or where the processing core is set to remain
inactive in terms of communication with the slave peripherals
through the interconnection bus. Even tough it seems to be
a complete product right now, theoretically speaking a lot
of space was saved for the further upgrade, primarily to the
Chisel’s parameterizable characteristics.

The generated instances of the JTAG to memory-mapped
bus master bridge were tested and verified by both using
software simulations and mapping onto a commercial FPGA
development board. Numerous additional modules with the
memory-mapped slave interface are utilized in the testing
process. The module from the topic of this paper proved to be
trustworthy regarding its functionality and performance.
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