
 

 

Abstract—Gaussian mixture probability hypothesis density 
(GM PHD) is a modern nonlinear algorithm for tracking 
multiple targets in a clutter environment. It is accompanied by 
known problems that are primarily related to the impossibility of 
associating the measurement of existing targets and determining 
the quality of the tracks. For this purpose the automatics track 
initialization by known ‘two point initialization’ was introduced. 
Difference of successive measurements from two radar antenna 
revolutions is compared with the threshold,  which depends on 
the velocity of the target. The paper proposes to improve the 
algorithm by introducing the probability of the existence of a 
target and to reject false tracks. The results of intensive 
simulations of tracking multiple radar targets have shown the 
justification for the application of the proposed algorithms.  

 
Index Terms—Target tracking, probability hypothesis density, 

track while scan (TWS) radars.  
 

I. INTRODUCTION 
 
Multi-target tracking in clutter, assuming linear target 

trajectory propagation and linear target measurement 
equation, naturally leads to a Gaussian mixture (GM) target 
tracking solution. As the origin of measurements is uncertain, 
both true tracks (which follow targets) and false tracks (which 
do not) exist [1].  

The random finite sets (RFS) are representations of multi-
target states and multi-target measurements. The modeling of 
multi-target dynamics using random sets leads to algorithms 
which incorporate track initiation and termination, a 
procedure that has mostly been performed separately in 
tracking algorithms. The first systematic treatment of multi-
sensor multi-target filtering, as part of a unified framework for 
data fusion using random set theory was finite set statistics 
(FISST). The alternative to optimal multi-target filtering is the 
Probability Hypothesis Density (PHD) filter [2], [3], [4]. It is 
a recursion propagating the 1st moment, called the intensity 
function or PHD, associated with the multi-target posterior.  

A Gaussian mixture, consisting of a weighted sum of 
Gaussian PDF, each with different means and covariance’s, is 
the natural form of the PDF of target state. Using such a 
structure, a mixture component is created for every possible 
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association, using every possible pairing of targets and 
measurements with the mean and covariance calculated 
assuming that the particular hypothesis is true, and the weight 
calculated to represent the probability that the particular 
hypothesis is true.  The serious problem in multi-target 
tracking is the unknown association of measurements with 
appropriate targets [5], [6]. Moreover, the data association 
problem makes up the growth of the computational load in 
multi target tracking algorithms. Recently, multi-target 
tracking formulations involve explicit associations between 
measurements and targets 

The Gaussian Mixture Probability Hypothesis Density 
Filter (GM-PHD Filter) provided a closed form solution to the 
PHD filter recursion for multiple target tracking [7]. The 
posterior intensity function is estimated by a sum of weighted 
Gaussian components whose means, weights and covariances 
can be propagated analytically in time. In particular, the 
means and covariances are propagated by the Kalman filter. 

The original Gaussian Mixture PHD filter algorithm 
provided a means of estimating the number of targets and 
their states at each point in time. The method for determining 
the targets simply used the weights of the Gaussian 
components and did not take into account tempo al continuity. 
We show that if a target is not detected for each iteration, the 
Gaussian components can still track the targets in the presence 
of some missed detections. The trajectory of the target in the 
past, before it has been detected, can also be determined by 
keeping the trajectories of each of the Gaussian components. 
The original formulation of the GM PHD filter allowed 
targets to be spawned from existing targets [8]. 

The paper proposes and tests the improved GMPHD 
algorithm with automatic track initialization (ATI) via 'two 
point methodology'. Each incoming measurement (from the 
previous scan) is paired with each incoming measurement 
from the current scan in order to examine the possibility of 
initializing a new trace based on the knowledge of the 
maximum speed of movement of the targets [9].  

 
Rest of papers is organized as follows. Second chapter is 

dedicated basic problem statements, which precedes Third 
chapter, which brief decrypted GM PHD algorithm. Results of 
experiments are given by Fourth chapter. Final conclusions 
are given by the Fifth chapter.  

II. PROBLEM STATEMENTS 
Consider the target tracking scenario with two dimensions. 

Also, consider the tracking algorithm with two parameters: 
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probability of detection (PD) and clutter density. The clutter 
density is depending on target dynamics and characteristic of 
sensor. Generally, clutter is defined by number of selection 
measurement from size of selection gate. At begin, consider 
the target state zn

k Rx  at time interval k. The dynamic 
target trajectory state models at the time k are given by the:  

 
kkk Fxx  1                           (1) 

where F is the propagation matrix, k is a zero mean and 
white Gaussian sequence with covariance R. At each scan the 
sensor returns a random number of random target and clutter 
measurements. At time k, one sensor delivers a set of 
measurements kM

jjkk zz 1, }{   track out of which a set of 

measurements are selected for track update. Converted target 
measurement y is given by [10] : 

 
kkk wHxy                                (2) 

where H is measurements matrix and the measurements 
noise kw  is zero mean and white Gaussian sequence. A 
measurements of target is present in each scan with a 
probability of detection PD . Clutter measurements follow the 
Poisson distribution characterized at location by clutter 
measurements density )(yk [ 11].  

At time k a set of )(km  measurements 

  )(
1)()(
km

ii kykY  are detected, where each measurement 
either originate from one of n known linear measurement 
models or is a false detection. The sequences )(k  are 
mutually independent and uncorrelated with the process noise.  

A. Finite Sets statistics 
 

Finite set statistics is the concept of belief-mass functions, 
which are non adaptive generalizations of probability mass 
functions and are equivalent to probability mass function on 
certain abstract topological spaces. The multi-target state and 
multi-target measurement at time k are represented as finite 
subsets kX  and kZ , respectively.  
The models of motion of the multi-target system using a 
randomly varying RFS is given by the [12]:  
 

][],[ 111   kkkkkk XBVX       (3) 
where ][ 1 kk X  represents the dynamics of the existing 

targets, 1kX is the random set of the state vectors of the 
random number of targets, and Vk-1 denotes the system 
process noise,  while ][ 1kk XB represents the process of target 
birth.  

III. THE GAUSSIAN MIXTURE PHD FILTER ALGORITHM 
In this section, we describe the linear-Gaussian multiple 

target model and the recently developed Gaussian Mixture 
PHD filter. The multiple target models for the PHD recursion 

is described here. Each target follows a linear Gaussian 
dynamical model [13], 

 
]),(;[)( 111   kkkk QFxNxf           (4) 

 
]),(;[)( kkk RxHyNxyg           (5) 

where N (.;m,P) denotes a Gaussian density with mean m 
and covariance P, Fk-1 is the state transition matrix, Qk-1 is the 
process noise covariance, Hk is the observation matrix and Rk 
is the observation noise covariance. The survival 

kSkS pxp ,)(   and detection kDkD pxp ,)(   probabilities 

are state independent. The intensities of the spontaneous birth 
and spawned targets are Gaussian mixtures, 
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where ,,,,
k
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PmwJ  )(,...,1 kJi  are given 

model parameters that determine the shape of the birth 
intensity, similarly, 

11
,,,

 k
j
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j

k
j

k
dFwJ   and 

1k
jQ  

)(,...,1 kJj   determine the shape of the spawning intensity 
of a target with previous state.  
 

A. Algorithm steps  

1 Prediction step 
 Under the assumptions that each target follows a linear 

Gaussian dynamical model, the survival and detection 
probabilities are constant, the intensities of the birth and 
spawned targets are Gaussian mixtures, and that the posterior 
intensity at time k-1 is a Gaussian mixture of the form [14] 
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 Then the predicted intensity to time k is also a Gaussian 

mixture, and is given by  
 

)()()()(
111 xxDxDxD kkkkkSkk  


    (12) 

 
where )(1 xD kkS   is the PHD of existing targets, 

)(
1

xD
kk  is the PHD for spawned targets, and )(xk  is 

the PHD of spontaneous birth targets.  
 
 The density for existing targets, )(1 xD kkS  , is 

determined from the linear Gaussian model using  the Kalman 
prediction equations,  
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and similarly for the spawned target density,  
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2 Update step 
 

 Under the above assumptions, and that the predicted 
intensity to time t is a Gaussian mixture of the form [15] 
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Then the posterior intensity at time k is also a Gaussian 
mixture, and is given by  
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where the weights are calculated according to the closed form 
PHD update equation,  
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and the mean and covariance are updated with the Kalman 
filter update equations,  
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B. GMPHD practical implementation of algorithm  
 

At begin, we given weights, mean and covariance of the 
each track: 
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At each scan we given measurement set )(kZ , from the 

radar sensor . 
 
Step 1: Prediction for birth targets 

.0i  
for  j=1,…, )(kJ  
i=i+1. 
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End 
 
for j=1,…, )(kJ  
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 i=i+1. 

   k
j

k
l

kk
i www )(

1
)(

1
)(


   

T
k

j
k

l
k

j
k

j
kk

i

k
l

k
j

k
j

kk
i

FPFQP

mFdm

)(
1

)(
1

)(
1

)(
1

)(
1

)(

1
)(

1
)(

1
)(

1
)(



















  

end 
end 
 
Step 2: Prediction for existing targets 
 
for  j=1,…, )1( kJ  
           i=i+1. 
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Step 3: Construction of PHD update components  
 
for  j=1,…, )1( kkJ  
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Step 3: (Update) 
for j=1,…, )1( kkJ   
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end 
l=0. 
for each kYy  

l=l+1, 
for j=1,…, )1( kkJ  
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C. Output Calculation 
Finally, we can calculate the output state estimate and 

covariance (for output purpose only):  
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IV. RESULTS OF EXPERIMENT 
For the purpose of simulations, we propose a two-

dimensional scenario (Fig. 1) with an unknown crossing and 
time varying number of targets in clutter over the region 
[−500; 500] × [−500; 500]. The state xk = [ xk vxk yk vyk ]T , of 
each target consists of position (xk; yk) and velocity (vxk; vyk), 
while the measurement is a noisy version of the position [16]. 

Each target has survival probability pS;k = 0,9, detection 
probability pD;k=0,99 and follows the linear Gaussian 
dynamics. Each simulation experiment consists of a number 
of simulation runs. In each simulation run, targets will repeat 
their trajectories. The measurements are generated 
independently. Each algorithm uses the same set of 
measurements. False tracks may be initiated using target 
measurements, either in a conjunction with a clutter 
measurement, or by using measurements from different 
targets in different scans. The sampling period of radar sensor 
is T=1s. Duration of the scenario is 70 scans. The 
implemented GM-PHD is evaluated by Monte Carlo (MC) 
simulations over representative 2-dimensional test scenario. A 
target motion scenario (Fig.2) includes non-maneuvering 
flights modes. Dimension of terrain surveillance is x=500m 
and y=500m.  

 
Transition matrix and process noise matrix are given by: 
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respectively. Measurements matrix and measurements noise 
matrix is given by:   
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respectively.  
For the purpose of performance testing tracking targets, we 
propose Wasserstein distance diagram.   
 

A. Wasserstein distance: 
 

The Wasserstein distance from theoretical statistics was 
adopted as a means of defining a performance metric for multi 
target distances which penalizes when the estimate of the 
number of targets is incorrect. When the number of targets is 
estimated correctly, the Wasserstein distance is the same as 
the  Hausdor  distance but the Hausdor does not penalise for 
incorrectly estimating the number of targets. This metric has 
been used for assessing the performance of the PHD filter. 

 
Let Xt and Yt be the finite sets of target states and estimated 

target states at time interval k.. The LP Wasserstein distance 
between the two sets is defined as: 
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where C is an |ˆ||| tt XX  matrix }{ ijC  such that 
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The L  Wasserstein distance is defined as: 

)ˆ,(maxinf)ˆ,( ˆˆ, jiijXxXxiCtt
W xxdCXXd

tjt     (31) 

Where 1~
ijC if 0ijC and 0~

ijC if 0ijC  
 

B. Two point differencing initializations  
Initialization with the difference of successive observations 

(Two point differentiation initializing) uses measurements 
located in the 'window' of the trace from two successive scans 
to initialize the trace. This procedure is repeated for all 
measurements from the scan k-1 . Consider such a 
measurement jkz ,1 . The new trace is initialized by 

measurement jkz ,1  and each selected measurement ikz , , 

forming a Gaussian probability density function with the 
mean value given as: 
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where kT one is the period of rotation of the radar 
antenna. Since there is no a priori knowledge of the target 
speed, it can be modeled through a uniform distribution of a 
priori pdf measurements. At the moment k, the Np particles of 

the mean value 
)2(ˆkx are initialized, as well as the symmetric 

and semi-finite covariance matrices P (2|2) which correspond to 
the normal distribution of several variables (Figure 1): 
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where the initial covariance error of the condition is 
calculated under the assumption that there is no process noise 
[24]: 
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Fig. 1.  Simulation scenario: targets and measurements . 

 
Fig. 2. Wasserstein  distance metric (OSPA diagram)  
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Simulation results (OSPA diagram- Fig. 2) show good 

performance for tracking two crossing targets with one 
spawned targets, from scan 50 (Fig. 1). Blue dots 
(measurements) and magenta circle (targets) show good 
initializing and tracking targets in heavy clutter environments.  

V. CONCLUSION 
An improved GM PHD algorithm for radar sensor 

approaches has been presented for tracking multiple targets in 
high clutter density which has the ability to estimate the 
number of targets, track the trajectories of the targets over 
time, operate with missed detections and   give the trajectories 
of the targets in the past once a target has been identified. It 
has been shown to outperform the ability to operate in clutter 
with fewer false tracks and can initiate and eliminate targets 
more accurately.  

Future research should better determine the association of 
radar received measurements with existing targets as well as 
automatic initialization of targets. The theoretical constraints 
of the proposed tracking algorithm have been discussed in the 
case of crossing targets. It is anticipated that the problem of 
retaining the correct target identity in this scenario can be 
resolved by considering the previous trajectories of targets.  

 Especially, the proposed algorithm will be tested in 
practice on the example of video tracking [17, 18].  
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Abstract—this paper derives four -stage recursive least 

squares parameter estimation algorithm for Controlled 

Autoregressive Autoregressive Moving Average (CARARMA) 

systems. By applying the decomposition technique, 

(CARARMA) system decompose into four subsystems, which 

contain one parameter vector each. Compared with the 

recursive generalized least squares algorithm, the proposed 

algorithm improves the accuracy of estimated parameters and 

decrease the computational burden. The simulation example is 

given to indicate the efficiency of the proposed algorithm. 

Keywords— parameter estimation, decomposition technique, 

computational burden, (Q-Q) plot, estimation error. 

I. INTRODUCTION 

The modeling of manufacturing systems plays a critical 
function in system analysis and control. System identification 
is fundamental for structuring the systems mathematical 
models and parameter estimation is the basis of system 
identification [1]. In the past decades, researchers have done 
a lot of research work on parameter estimation methods such 
as the iterative algorithms, the maximum likelihood methods, 
the filtering technique, multiple-stage algorithms and so on. 
Multi-stage least squares identification algorithm is recently 
employed for parameter estimation of various system models. 
The main contribution in this technique is to reduce the 
computational load. The computational load is a significant 
feature of the recursive algorithms. Low computational load 
can help the recursive algorithms realize best performances 
in the systems.  The computational efficiency in least squares 
[2]. The main idea is based on the decomposition technique 
that can split the main identification system into few small-
size subsystems, so as to enhance the computational 
efficiency and easy to solve. Four-Stage Recursive Least 
Squares Algorithm is proposed for CARARMA Systems. 
The decomposition technique is using in this algorithm to 
reduce the Computational burden. The layout of the rest of 
this article is arranged as follows.Section 2 derives four-stage 
recursive identification algorithm. Section 3 presents 
recursive generalized extended least squares algorithm. 
Section 4, a illustrative example is given to demonstrate the 
performance of this algorithm. Finally, the conclusions are 
offered in section 5. 

 

II. FOUR-STAGE RECURSIVE IDENTIFICATION ALGORITHM 

Consider linear, time-invariant, discrete-time system [3] 
as shown in fig. 1, described by (CARARMA), which can be 
expressed as: 

𝐴(𝑧)𝑦(𝑘) = 𝐵(𝑧)𝑢(𝑘) +
𝐷(𝑧)

𝐶(𝑧)
𝑣(𝑘)                                     (1) 

where 

{𝑢(k)}  and   {y(k)} are the input and output, {𝑣(k)} is 
the white noise sequence with zero mean and unit variance 
σ2  [9] and A(z), B(z), C(z)and D(z) are polynomials in the 
unit backward shift operator z [4]. 

𝐴(𝑧) = 1 + ∑ 𝑎𝑖𝑧
−𝑖

𝑛𝑎

𝑖=1

 

𝐵(𝑧) = ∑ 𝑏𝑖𝑧
−𝑖

𝑛𝑏

𝑖=1

 

𝐶(𝑧) = 1 + ∑ 𝑐𝑖𝑧
−𝑖

𝑛𝑐

𝑖=1

 

𝐷(𝑧) = 1 + ∑ 𝑑𝑖𝑧
−𝑖

𝑛𝑐

𝑖=1

 

The equation (1) can be rewritten as: 

𝑦(𝑘) = [1 − 𝐴(𝑧)]𝑦(𝑘) + 𝐵(𝑧)𝑢(𝑘) + 𝑤(𝑘)                  (2) 

𝑤(𝑘) is defined as 

𝑤(𝑘) = [1 − 𝐶(𝑧)]𝑤(𝑘) + 𝐷(𝑧)𝑣(𝑘)                             (3)       
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                       𝑣(𝑘) 

 

 

 

       

𝑢(𝑘)                                                                              𝑦(𝑘) 

 

Fig. 1. CARARMA  Model. 

The parameter vector {𝜃1, 𝜃2, 𝜃3, 𝜃4} and the information 
vectors { 𝜑1(𝑘),𝜑2(𝑘), 𝜑3(𝑘),𝜑4(𝑘)}  are defined as: 

𝜃1 : = [𝑎1, 𝑎2, … , 𝑎𝑛𝑎
]𝑇 

𝜃2 : = [𝑏1, 𝑏2, … , 𝑏𝑛𝑏
]𝑇 

𝜃3 = [𝑐1, 𝑐2, … , 𝑐𝑛𝑐
]𝑇  

𝜃4 : = [𝑑1, 𝑑, … , 𝑑𝑛𝑑
]𝑇 

𝜑1(𝑘) = [−𝑦(𝑘 − 1), −𝑦(𝑘 − 2), … , −𝑦(𝑘 − 𝑛𝑎)]𝑇 

𝜑2(𝑘) = [𝑢(𝑘 − 1), 𝑢(𝑘 − 2), … , 𝑢(𝑘 − 𝑛𝑏)]𝑇 

𝜑3(𝑘) = [−𝑤(𝑘 − 1), −𝑤(𝑘 − 2), … , −𝑤(𝑘 − 𝑛𝑐)]𝑇 

𝜑4(𝑘) = [𝑣(𝑘 − 1), 𝑣(𝑘 − 2), … , 𝑣(𝑘 − 𝑛𝑑)]𝑇 

Then,  

𝑦(k) = 𝜑1
𝑇(𝑘)𝜃1 + 𝜑2

𝑇(𝑘)𝜃2 + 𝑤(𝑘)                                (4) 

       𝑤(𝑘) = 𝜑3
𝑇(𝑘)𝜃3 + 𝜑4

𝑇(𝑘)𝜃4 + 𝑣(𝑘)                       (5)                                             

Using equation (5), equation (4) can be written as [5]. 

  𝑦(𝑘) = 𝜑1
𝑇(𝑘)𝜃1 + 𝜑2

𝑇(𝑘)𝜃2 + 𝜑3
𝑇(𝑘)𝜃3 + 𝜑4

𝑇(𝑘)𝜃4 +
                 𝑣(𝑘)                                                                               

         𝑦(𝑘)  = 𝜑𝑇(𝑘)𝜃 + 𝑣(𝑘)                   (6)                                                    

φ𝑇(𝑘) = [𝜑1
𝑇(𝑘) 𝜑2

𝑇(𝑘) 𝜑3
𝑇(𝑘) 𝜑4

𝑇(𝑘)] 

𝜃 = [𝜃1 ; 𝜃2; 𝜃3; 𝜃4]  

The basic principle in this work is to decomposed the 
identification system in equation (6) into four subsystems, 
and the parameters of each subsystem are estimated 
separately [6]. 

 Define four intermediate output variables: 
 

𝑦1(𝑘) = 𝑦(𝑘) − 𝜑2
𝑇(𝑘)𝜃2 − 𝜑3

𝑇(𝑘)𝜃3 − 𝜑4
𝑇(𝑘)𝜃4,       (7) 

𝑦2(𝑘) = 𝑦(𝑘) − 𝜑1
𝑇(𝑘)𝜃1 − 𝜑3

𝑇(𝑘)𝜃3 − 𝜑4
𝑇(𝑘)𝜃4,       (8) 

𝑦3(𝑘) = 𝑦(𝑘) − 𝜑1
𝑇(𝑘)𝜃1 − 𝜑2

𝑇(𝑘)𝜃2−𝜑4
𝑇(𝑘)𝜃4,         (9) 

𝑦4(𝑘) = 𝑦(𝑘) − 𝜑1
𝑇(𝑘)𝜃1 − 𝜑2

𝑇(𝑘)𝜃2 − 𝜑3
𝑇(𝑘)𝜃3,    (10) 

This system can be decomposed into the following four 

subsystems: 

𝑦𝑖(𝑘) = 𝜑𝑖
𝑇(𝑘)𝜃𝑖 + 𝑣(𝑘),       𝑖 = 1,2,3,4.                    (11) 

Define the cost functions: 

𝐽𝑖(𝜃𝑖) ∶= ∑[𝑦𝑖(𝑗) − 𝜑𝑖
𝑇(𝑗)𝜃𝑖]

2

𝑘

𝑗=1

,     𝑖 = 1,2,3,4. 

Let �̂�(𝑘) = [�̂�1(𝑘) ; �̂�2(𝑘); �̂�3(𝑘); �̂�4(𝑘)]  be the estimate of 
𝜃 = [𝜃1 ; 𝜃2; 𝜃3; 𝜃4] .Also, let the partial derivatives of 
𝐽𝑖(𝜃𝑖), 𝑖 = 1,2,3,4  with respect to 𝜃𝑖 be zero  

𝜕𝐽𝑖(𝜃𝑖)

𝜕𝜃𝑖
= −2𝜑𝑖(𝑗) ∑ [𝑦𝑖(𝑗) − 𝜑𝑖

𝑇(𝑗)�̂�𝑖(𝑘)𝑘
𝑗=1 ] = 0    (12) 

Then, the following RLS algorithm can be obtained:  

�̂�𝑖(𝑘) = �̂�𝑖(𝑘 − 1) + 𝐿𝑖(𝑘)[[𝑦𝑖(𝑘) − 𝜑𝑖
𝑇(𝑘)�̂�𝑖(𝑘 − 1)](13) 

𝐿𝑖(𝑘) = 𝑃𝑖(𝑘 − 1)𝜑𝑖(𝑘)[1 + 𝜑𝑖
𝑇(𝑘)𝑃𝑖(𝑘 − 1)𝜑𝑖(𝑘)]−1,     

 𝑃𝑖(𝑘) = [𝐼 − 𝐿𝑖(𝑘)𝜑𝑖
𝑇(𝑘)]𝑃𝑖(𝑘 − 1), 

 𝑃𝑖(0) = 𝑝0𝐼,   𝑖 = 1,2,3,4 

Substituting equations (9, 10, 11and12) into equation (13) 
[7].  

�̂�1(𝑘) = �̂�1(𝑘 − 1) + 𝐿1(𝑘)[𝑦(𝑘) − 𝜑2
𝑇(𝑘)𝜃2 −

              𝜑3
𝑇(𝑘)𝜃3 −  𝜑4

𝑇(𝑘)𝜃4 − 𝜑1
𝑇(𝑘)�̂�1(𝑡 − 1)]      (14)  

�̂�2(𝑘) = �̂�2(𝑘 − 1) + 𝐿2(𝑘)[𝑦(𝑘) − 𝜑1
𝑇(𝑘)𝜃1 −

                𝜑3
𝑇(𝑘)𝜃3 − 𝜑4

𝑇(𝑘)𝜃4 − 𝜑2
𝑇(𝑘)�̂�2(𝑘 − 1)]    (15)  

�̂�3(𝑘) = �̂�3(𝑘 − 1) + 𝐿3(𝑘)[𝑦(𝑘) − 𝜑1
𝑇(𝑘)𝜃1 −

                𝜑2
𝑇(𝑘)𝜃2 − 𝜑4

𝑇(𝑘)𝜃4 −  𝜑3
𝑇(𝑘)�̂�3(𝑘 − 1)]   (16)  

�̂�4(𝑘) = �̂�4(𝑘 − 1) + 𝐿4(𝑘)[𝑦(𝑘) − 𝜑1
𝑇(𝑘)𝜃1 −

               𝜑2
𝑇(𝑘)𝜃2 −  𝜑3

𝑇(𝑘)𝜃3 − 𝜑4
𝑇(𝑘)�̂�4(𝑘 − 1)]    (17)  

Although the all RLS sub-algorithms are derived for 

calculating �̂�1(𝑘) , �̂�2(𝑘), �̂�3(𝑘) 𝑎𝑛𝑑 �̂�4(𝑘)  . They are 

unattainable to be completed, because the right-hand sides all 

RLS sub-algorithms include the unknown 

parameters𝜃1 , 𝜃2, 𝜃3 𝑎𝑛𝑑 𝜃4. In order to handles this issue; 

the parameters  𝜃𝑖  𝑖 = 1,2,3,4  are replaced with �̂�𝑖(𝑘 − 1) 

[8]. 

Then, �̂�1(𝑘) , �̂�2(𝑘), �̂�3(𝑘) 𝑎𝑛𝑑 �̂�4(𝑘) can be calculated by 

�̂�1(𝑘) = �̂�1(𝑘 − 1) + 𝐿1(𝑘) [𝑦(𝑘) − 𝜑2
𝑇(𝑘)�̂�2(𝑘 − 1) −

               𝜑3
𝑇(𝑘)�̂�3(𝑘 − 1) −  𝜑4

𝑇(𝑘)�̂�4(𝑘 − 1) −
               𝜑1

𝑇(𝑘)�̂�1(𝑘 − 1)]  

= �̂�1(𝑘 − 1) + 𝐿1(𝑘)[𝑦(𝑘) − 𝜑𝑇(𝑘)�̂�(𝑘 − 1)]           (18) 

�̂�2(𝑘) =  �̂�2(𝑘 − 1) + 𝐿2(𝑘)[𝑦(𝑘) − 𝜑1
𝑇(𝑘)�̂�1(𝑘 − 1) −

                𝜑3
𝑇(𝑘)�̂�3(𝑘 − 1) −  𝜑4

𝑇(𝑘)�̂�4(𝑘 − 1) −
                𝜑2

𝑇(𝑘)�̂�2(𝑘 − 1)]  

𝐵(𝑧)

𝐴(𝑧)
 

 

𝐷(𝑧)

𝐴(𝑧)𝐶(𝑧)
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          = �̂�2(𝑘 − 1) + 𝐿2(𝑘)[𝑦(𝑘) − 𝜑𝑇(𝑘)�̂�(𝑘 − 1)]  (19) 

 �̂�3(𝑘) = �̂�3(𝑘 − 1) + 𝐿3(𝑘)[𝑦(𝑘) − 𝜑1
𝑇(𝑘)�̂�1(𝑘 − 1) −

                 𝜑2
𝑇(𝑘)�̂�2(𝑘 − 1) −  𝜑4

𝑇(𝑘)�̂�4(𝑘 − 1) −
                  𝜑3

𝑇(𝑘)�̂�3(𝑘 − 1)],  

           = �̂�3(𝑘 − 1) + 𝐿3(𝑘)[𝑦(𝑘) − 𝜑𝑇(𝑘)�̂�(𝑘 − 1)]   (20) 

 �̂�4(𝑘) = �̂�4(𝑘 − 1) + 𝐿4(𝑘)[𝑦(𝑘) − 𝜑1
𝑇(𝑘)�̂�1(𝑘 − 1) −

                 𝜑2
𝑇(𝑘)�̂�2(𝑘 − 1) − 𝜑3

𝑇(𝑘)�̂�3(𝑘 − 1) −
                 𝜑4

𝑇(𝑘)�̂�4(𝑘 − 1)]  

             = �̂�4(𝑘 − 1) + 𝐿4(𝑘)[𝑦(𝑘) − 𝜑𝑇(𝑘)�̂�(𝑘 − 1)]  (21) 

Notice that the right-hand sides of equations (18)–(21) 

include the unknown information vectors 𝜑3(𝑘)  which 

contains the unknown inner variables 𝑤(𝑘 − 𝑖)  and  𝜑4(𝑘)  

which contains unknown inner variables 𝑣(𝑘 − 𝑖), so that, 

this algorithm cannot be performed [9]. Replacing 𝑤(𝑘 − 𝑖) 

and𝑣(𝑘 − 𝑖) with their estimates �̂�(𝑘 − 𝑖) and �̂�(k − i), and 

�̂�3(𝑘), �̂�4(𝑘) are written as 

�̂�3(𝑘) = [−�̂�(𝑘 − 1), −�̂�(𝑘 − 2), … , −�̂�(𝑘 − 𝑛𝑐)]𝑇    (22) 

�̂�4(𝑘) = [�̂�(𝑘 − 1), �̂�(k − 2), … , �̂�(k − nd)]𝑇                (23) 

�̂�(𝑘) = [𝜑1, 𝜑2, �̂�3, �̂�4]𝑇 

Where, 

�̂�(𝑘) = 𝑦(𝑘)−𝜑1
𝑇(𝑘)�̂�1 − 𝜑2

𝑇(𝑘)�̂�2              (24) 

�̂�(𝑘) = �̂�(𝑘) − �̂�3
𝑇(𝑘)�̂�3 − �̂�4

𝑇(𝑘)�̂�4                        (25) 

Thus, Four-Stage Recursive Least Squares Algorithm for 
CARARMA Systems is summarize as: 

�̂�1(𝑘) = �̂�1(𝑘 − 1) + 𝐿1(𝑘)[𝑦(𝑘) − �̂�𝑇(𝑘)�̂�(𝑘1)]         (26) 

𝐿1(𝑘) = 𝑃1(𝑘 − 1)𝜑1(𝑘)[1 + 𝜑1
𝑇(𝑘)𝑃1(𝑘 − 1)𝜑1(𝑘)]−1 

  (27) 

𝑃1(𝑘) = [𝐼 − 𝐿1(𝑘)𝜑1
𝑇(𝑘)]𝑃1(𝑘 − 1)                               (28) 

𝜑1(𝑘) = [−𝑦(𝑘 − 1), −𝑦(𝑘 − 2), … , −𝑦(𝑘 − 𝑛𝑎)]𝑇       (29) 

�̂�2(𝑘) = �̂�2(𝑘 − 1) + 𝐿2(𝑘)[𝑦(𝑘) − �̂�𝑇(𝑘)�̂�(𝑘 − 1)]    (30) 

𝐿2(𝑘) = 𝑃2(𝑘 − 1)𝜑2(𝑘)[1 + 𝜑2
𝑇(𝑘)𝑃2(𝑘 − 1)𝜑2(𝑘)]−1    

 (31) 
 

 𝑃2(𝑘) = [𝐼 − 𝐿2(𝑘)𝜑2
𝑇(𝑘)]𝑃2(𝑘 − 1)                             (32) 

 
 𝜑2(𝑘) = [𝑢1(𝑘 − 1), 𝑢1(𝑘 − 2), … , 𝑢1(𝑘 − 𝑛1)]𝑇         (33) 
 

�̂�3(𝑘) = �̂�3(𝑘 − 1) + 𝐿3(𝑘)[𝑦(𝑘) − �̂�T(𝑘)�̂�(𝑘 − 1)]  (34) 

𝐿3(𝑘) = 𝑃3(𝑘 − 1)�̂�3(𝑘)[1 + �̂�3
𝑇(𝑘)𝑃3(𝑘 − 1)�̂�3(𝑘)]

−1
 

(35) 

𝑃3(𝑘) = [𝐼 − 𝐿3(𝑘)�̂�3
𝑇(𝑘)]𝑃3(𝑘 − 1)                          (36) 

�̂�3(𝑘) = [−�̂�(𝑘 − 1), −�̂�(𝑘 − 2), … , −�̂�(𝑘 − 𝑛𝑐)]𝑇   (37) 

�̂�4(𝑘) = �̂�4(𝑘 − 1) + 𝐿4(𝑘)[𝑦(𝑘) − �̂�𝑇(𝑘)�̂�(𝑘 − 1)]   (38) 

𝐿4(𝑘) = 𝑃4(𝑘 − 1)�̂�4(𝑘)[1 + �̂�4
𝑇(𝑘)𝑃4(𝑘 − 1)�̂�4(𝑘)]

−1
   

  (39) 

𝑃4(𝑘) = [𝐼 − 𝐿4(𝑘)�̂�4
𝑇(𝑘)]𝑃4(𝑘 − 1)                (40) 

 
�̂�4(𝑘) = [ �̂�(𝑘 − 1), �̂�(k − 2), … , �̂�(k − nd)]𝑇        (41) 

III. THE RECURSIVE GENERALIZED LEAST SQUARES 

ALGORITHM 

In order to demonstrate the features of the Four-Stage -
RLS algorithm, the following discuss recursive generalized 
extended least squares (RGELS) algorithm [10]. As we all 
know, (RGELS) algorithm can identify CARARMA 
Systems. The main issue is to replace 𝑤(𝑘 − 𝑖) and 𝑣(𝑘 − 𝑖)  
with their estimates in the information vector. Finally, 
(RGLS) algorithm can obtained and the estimated parameter 
vectors of CARARMA model can be  calculated as [11]. 

�̂�(𝑘) = 𝜃 ̂(𝑘 − 1) − 𝐿(𝑘) [𝑦(𝑘) − 𝜑 ̂(𝑘)𝑇 �̂�(𝑘 − 1)]     (42) 

𝐿(𝑘) =
𝑃(𝑘 − 1)𝜑 ̂(𝑡) 

1 + �̂�𝑇(𝑘)𝑃(𝑘 − 1)𝜑 ̂(𝑘) 
                                     (43) 

𝑃(𝑘) = [𝐼 − 𝐿(𝑘)�̂�𝑇(𝑘)] 𝑃(𝑘 − 1).                                     (44) 

�̂�(𝑘) = [𝜑𝑠(𝑘)  𝜑𝑛(𝑘)]𝑇, �̂�(𝑘) = [�̂�𝑠(𝑘) ; �̂�𝑛(𝑘)]          (45) 

𝜑s
𝑇(𝑘) = [−𝑦(𝑘 − 1), −𝑦(𝑘 − 2), . . . , −𝑦(𝑘 −  𝑛𝑎),

𝑢(𝑘 − 1), 𝑢(𝑘 − 2), . . . , 𝑢(𝑘 − 𝑛𝑏)]                     (46) 

𝜑n
𝑇(𝑘) = [−𝑤(𝑘 − 1), −𝑤(𝑘 − 2), . . . , −𝑤(𝑘 − 𝑛𝑐),

𝑣(𝑘 − 1), 𝑣(𝑘 − 2), . . . , 𝑣(𝑘 − 𝑛𝑑)]               (47) 

�̂�(𝑘) = 𝑦(𝑘) − 𝜑s
𝑇(𝑘). �̂�𝑠(𝑘)      (48) 

𝑣 ̂(𝑘) = 𝑦(𝑘) − �̂�𝑇(𝑘)�̂�(𝑘)        (49) 

�̂�𝑠(𝑘) = [�̂�1(𝑘), �̂�2(𝑘), … , �̂�𝑛𝑎
(𝑘), �̂�1(𝑘), �̂�1(𝑘), … , �̂�𝑛𝑏(𝑘)] 

         (50) 

�̂�𝑛(𝑘) = [�̂�1(𝑘), �̂�2(𝑘), … , �̂�𝑛𝑐
(𝑘), �̂�1(𝑘), �̂�1(𝑘), … , �̂�𝑛𝑑(𝑘)] 

        (51) 

IV. SIMULATION RESULTS 

The effectiveness of Four-Stage -RLS algorithm has been 
checked on samples generated by the following 
(CARARMA) model: 

A(𝑧)𝑦(𝑘) = 𝐵(𝑧)𝑢(𝑘) +
𝐷(𝑧)

𝐶(𝑧)
𝑣(𝑘)            

𝐴(𝑧) = 1 + 0.72𝑧−1 + 0.81𝑧−2 

𝐵(𝑧) = 0.22𝑧−1 + 0.33𝑧−2 

𝐶(𝑧) = 1 + 0.65𝑧−1 

𝐷(𝑧) = 1 + 0.55𝑧−1 
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            θ = [a1, a2, b1, b2, c1, d1]T, 

                 = [0.72,0.81,0.22,0.33,0.65,0.55]T, 

The input 
 
u(𝑘) adopts a persistent excitation sequence with 

𝑚 = 0   and 1  , while ( )v k  is a white noise sequence 

with 𝑚 = 0  and 
20.3  .  

Quantile-quantile (Q-Q) plot and estimation error have been 

used in order to evaluate the performance of the proposed 

algorithm. 

A. Quantile-quantile (Q-Q) plot 

Quantile-quantile (Q-Q) plot is a diagnostic tool, which is 
widely used to assess the distributional similarities and 
differences between two independent univariate samples. It is 
also used to determine how well a specified probability 
distribution fits a given sample [12]. 

The following steps create a Quantile-Quantile-plot (Q-
Q-plot) 

1. Rank your data in ascending order: 1,........., nx x  

2. For each data point ix  compute the empirical 

percentiles i  of data points smaller than or equal to ix ,i.e  

i

i

n
                                                                                 

3. Define a theoretical matching normal distribution as the 
normal distribution with the same mean and variance as the 
sample. 

4. For each percentile i  find the corresponding quantile 

iy in the theoretical normal distribution. 

5. Plot iy  against ix  

6.  If ii yx   for all i we get a straight line indicating 

that ,

ix s are normally distributed [13]. 

B. The estimation error 

The estimation error is determined as [14]. 

where 

2 2 2 2

1 1 2 2 3 3 4 4

2 2 2 2

1 2 3 4

       


   

      


  
      (40) 

As it’s known, when the parameter estimation errors 
become smaller with the sequences increasing, the accuracy 
of the estimated parameters is increased. 

Four-Stage -RLS algorithm and (RGELS) algorithm have 
been applied to estimate the parameters of the system and the 
estimation errors for these algorithms versus sequences (k) 
are shown in Fig. 2. 

 

Fig. 2. Four-Stage -RLS and (RGELS) estimation errors versus k 

The figure demonstrates that Four-Stage -RLS algorithm can 

achieved more accurate estimates than the (RGELS) 

algorithm. 

Fig. 3 shows Q-Q plots for a residuals generation of Four-

Stage -RLS algorithm (blue color) and (RGELS) algorithm  

(red color) which are tested in comparison with the standard 

normal distribution (black color)  to determine the extent of 

the quantiles match. 

 

Fig. 3 Q-Q plots for a residuals generation of Four-Stage -RLS 

algorithm '' blue color'' and (RGELS) algorithm'' red color''. 

The figure offers that, the result of the Four-Stage -RLS 
algorithm matches more closely along standard normal 
distribution than the result of the (RGELS) algorithm. This 
result indicates that the proposed algorithm is more effective 
than (RGELS) algorithm. 

The estimated output and the true output of Four-Stage -RLS 

algorithm are plotted in Fig. 4. 

 
Fig. 4 The estimated output and the true output of Four-Stage -RLS 

algorithm 
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The figure illustrate that estimated output is close to the 
true output, which means the estimated model can fit the 
validation data well [10]. 

V. CONCLUSIONS 

In this paper, Four-Stage recursive identification 
algorithm is derived. Through a simulation results, it is shown 
that the proposed algorithm has some advantages, in 
comparison with (RGLES) algorithm. Four-Stage -RLS 
improves the accuracy for estimated parameters, and has 
higher computational efficiency than (RGLES) algorithm. 
The proposed technique in this article can be extended to 
study the parameter estimation algorithm of (MISO) and 
(MIMO) systems with colored noise. 
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Consensus on the Auxiliary Variables in Distributed
Gradient-Based Temporal Difference Algorithms

Miloš S. Stanković, Marko Beko, Nemanja Ilić and Srdjan S. Stanković

Abstract—In this paper we discuss important properties of
two novel distributed algorithms for iterative multi-agent off-
policy learning of linear value function approximation in Markov
Decision Processes (MDP). The algorithms are derived using the
off-policy Gradient Reinforcement Learning (GRL) methodology,
together with linear dynamic consensus iterations over an under-
lying inter-agent communication network represented by directed
graphs. The proposed algorithms are entirely decentralized, offer-
ing new possibilities for choosing different behavior policies while
evaluating one single target policy. The presented algorithms
formally differ only in the way of applying consensus iterations
to the so-called auxiliary variables. The presented proof of
weak convergence of both algorithms represents a firm basis for
deriving relevant conclusions concerning the role of the consensus
iterations. It is shown that the algorithm utilizing consensus
on the auxiliary variables shows slightly inferior asymptotic
properties, but can provide a higher convergence rate. The figure
of merit of each of the algorithms is presented and discussed using
the theoretical results obtained under generally nonrestrictive
assumptions.

I. INTRODUCTION

Decentralized multi-agent decision making algorithms have
recently gained much popularity due to their high effectiveness
in dealing with uncertain and dynamic environments typical
for the emerging areas of Cyber-Physical Systems (CPS) and
Internet of Things (IoT). Numerous distributed estimation,
optimization and adaptation methods have been successfully
developed using recursive collaborations aimed at achieving a
consensus on variables of interest (e.g. [1]–[15] and references
therein).

Reinforcement learning (RL) is a general methodology for
decision making in uncertain environments based on models
in the form of Markov Decision Process (MDP) based on
utilization of approximate dynamic programming [16], [17].
A very important issue in this domain is the problem of ap-
proximation of the value function under very large state space
and the presence of a discrepancy between the behavior policy
of an agent and a policy that is currently targeted for evaluation
(off-policy learning, e.g. [18]). Recently, in [19]–[22] several
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fast gradient-based algorithms for temporal-difference (TD)
learning have been proposed. Distributed and multi-agent RL
methods have become very popular very recently (see, e.g. [1],
[23]–[25] and references therein). Different setups have been
adopted in a number of recent works [26]–[32].

In this paper we shall present and discuss two distributed
algorithms for iterative multi-agent off-policy learning of
linear approximation of the value function in MDPs [1]. The
algorithms represent generalizations of the recently proposed
single agent off-policy gradient algorithm GTD2(λ) [1], [19]–
[21], incorporating a distributed consensus scheme operating
over a network of typically sparsely connected agents. Another
important property of the algorithms is that the local recursions
of each agent can be based on eligibility traces [20], [21],
where each agent may choose different λ parameters. We
provide a firm theoretical background in the form of a proof
that the parameter estimates weakly converge to consensus
points [1], [19], [28], [29], [31], [33], under nonrestrictive
connectivity assumption on the topology of the underlying
digraph and on the state-visiting distributions of the agents
(their behavior policies). The main focus of this paper is
placed on the dilemma whether or not to apply consensus
to the auxiliary variables in the DGTD2(λ)-type algorithms
with one-time-scale (see [19], [28], [31]). Notice that the
paper [33] deals with the basically two-time-scale algorithms
of DGTDC(λ)-type. The given analysis will be exclusively
concerned with the limit points of the mean asymptotic ODEs:
in this sense the behavior of the estimates for large, but
finite t, including the derivation of the corresponding ODEs,
can be found in [1], [33]. The limit sets are analyzed by
formulating appropriate Lyapunov functions, following the line
of thought of [21]. A discussion on role of convexification of
the auxiliary variables is provided apart, showing that the two
algorithms converge to the same limit points only in special
cases. Application of consensus to the auxiliary variables
causes, in principle, inferior asymptotic performance, having
in mind that the implicitly imposed constraint increases the
achievable estimation error. On the other hand, introduction
of consensus can contribute to the overall convergence rate at
the global level; however, the global convergence rate depends
largely on the network connectivity.

The paper is organized as follows. In Section II we formu-
late the problem and define the algorithms. In Section III a
rigorous weak convergence analysis is presented focused on
the limit points, while Section IV is devoted to a general
discussion on the application of consensus to the auxiliary
variables in the DGTD2(λ) algorithms.
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II. DISTRIBUTED GRADIENT TEMPORAL DIFFERENCE
ALGORITHMS

A. Problem Formulation. Definition of the Algorithm

Consider N autonomous agents learning linear approxima-
tion to the state value function for a given policy in an MDP
(denoted as MDP(0)), using observations of sample transitions
in additional N independent MDPs, denoted as MDP(i),
i = 1, . . . , N . Assume a finite state space S = {1, . . . ,M},
and that MDP(0) has the transition matrix P , and MDP(i)

the transition matrices P (i), i = 1, . . . , N ; these chains are
induced by π and π(i), and referred to as the target policy and
behavior policies, respectively. We are, therefore, dealing with
a cooperative off-policy learning problem [1], [16], [18], [31].

We introduce the one-stage reward function rπ : S → R,
specifying the expected reward at each state s ∈ S , where
R is the set of real numbers [16], [21]. The associated
discounted total reward criterion (value function), with the
state dependent discount factors γ(s) ∈ [0, 1], s ∈ S, is given
by

vπ(s) = Eπ
s {rπ(S0) +

∞∑
n=1

γ(S1)γ(S2) · · · γ(Sn) · rπ(Sn)},

(1)
where Eπ

s {·} indicates the expectation w.r.t. to the Markov
chain {Sn}n>0 induced by π, with the initial state S0 = s.
Denote by Γ the M×M diagonal matrix with γ(s) as diagonal
entries and vπ = [vπ(s1) · · · vπ(sM )]T .

We assume the following [21]:
(A1) a) P is such that I − PΓ is nonsingular; b) P (i) is

irreducible and for all s, s′ ∈ S P
(i)
ss′ = 0 ⇒ Pss′ = 0, i =

1, . . . , N .
By the MDP theory [1], [16], [21], [34], vπ uniquely

satisfies the Bellman equation vπ = rπ + PΓvπ (see e.g.
[21], [34]). Within the framework of the temporal-difference
(TD) algorithms, it is usual to consider the Bellman equa-
tion depending on the so-called λ-parameters, procedurally
introduced by the so-called eligibility traces. In this sense,
vπ = T (λ)vπ is considered as a generalized Bellman equation,
where T (λ)v = rλπ + P (λ)v, ∀v ∈ R|S|, is the generalized
Bellman operator for a vector r(λ)π and a substochastic matrix
P (λ) [16], [21].

Let ϕ : S → Rp be a function that maps each state to a p-
dimensional feature vector ϕ = [ϕ1 · · ·ϕp]T ; let the subspace
spanned by feature vectors ϕ be Lϕ. In general, TD algorithms
look for some function v ∈ Lϕ that satisfies v ≈ T (λ)v. We
assume that the approximation functions are parameterized as
v(s) = ϕ(s)T θ, s ∈ S using parameters θ ∈ Rp, so that the
algorithms learn the vector θ. If we define the M × p matrix
Φ as a matrix composed of p-vectors ϕ(s) as row vectors, we
have vθ = Φθ.

In order to construct a distributed algorithm for finding
an approximation function vθ ∈ Lϕ by using observations
from MDP(i), i = 1, . . . , N , we define the following global
objective function

J(θ) =
N∑
i=1

qiJi(θ) =
1

2

N∑
i=1

qi∥Πξi(T
(λi)vθ − vθ)∥2ξi , (2)

where Ji(θ) are the local objective functions, qi > 0 the
a priori defined weighting coefficients, λi is the local λ-
parameter and Πξi denotes the projection onto the subspace Lϕ

w.r.t. the weighted Euclidean norm ∥v∥2ξi =
∑

s∈S ξi;sv(s)
2

for a positive M -dimensional vector ξi with components ξi;s
(see [21], [31]). In accordance with [21], [34], we take ξi to
be the invariant probability distribution for the local Markov
chain MDP(i), with the transition matrix P (i) induced by π(i)

(ξTi P
(i) = ξTi ). It follows that

∇J(θ) =
N∑
i=1

qi(Φ
TΞi(P

(λi) − I)Φ)Twi(θ), (3)

where Ξi is an M ×M diagonal matrix with the components
of ξi on the diagonal, and wi(θ) the unique solution (in wi)
of the equation

Φwi = Πξi(T
(λi)vθ − vθ), (4)

assuming that wi ∈ span{ϕ(S)}.
In the off-policy scenario, we introduce the local impor-

tance sampling ratios ρi(s, s
′) = P i

ss′/Pss′ for s, s′ ∈ S ,
i = 1, . . . , N ; denote ρi(n) = ρi(Sn, Sn+1), as well as
γ(n) = γ(Sn) [21], [34]. The local temporal-difference term
is defined by

δi(vθ;n) = ρi(n)(R(n+ 1) + γ(n+ 1)vθ(Sn+1)− vθ(Sn)).
(5)

The local eligibility trace vectors {ei(n)} are generated by

ei(n) = λi(n)γ(n)ρi(n− 1)ei(n− 1) + ϕ(Sn), (6)

where λi(n) ∈ [0, 1] are the local λ-parameters, i = 1, . . . , N
[21], [34].

The distributed algorithms for learning linear approximation
to the state value function for a given policy π we are going to
analyze consist of two main parts: 1) local parameter updates
based on the gradient descent methodology using local state
transition observations from MDP(i), and 2) interchange of
the current parameter estimates aimed at achieving consensus
between the agents. The local parameter updates are defined
by

θ′i(n) =θi(n) + αi(n)qiρi(n)(ϕ(Sn)

− γ(n+ 1)ϕ(Sn+1))ei(n)
Twi(n) (7)

w′
i(n) =wi(n) + βi(n)(ei(n)δi(vθi(n);n)

− ϕ(Sn)ϕ(Sn)
Twi(n)) (8)

where vθi(n) = Φθi(n); θi(0) is chosen arbitrarily, while for
wi(0) and ei(0) we have wi(0), ei(0) ∈ span{ϕ(S)} [21].
Notice that the algorithm incorporates the auxiliary variables
wi(n) and w′

i(n); their role is essential for this paper [19],
[21].

The second, communication part of the algorithm performs
the following convexification w.r.t. the approximation param-
eter θ, leaving local auxiliary parameters unchanged, i.e.,

θi(n+ 1) =
N∑
j=1

aij(n)θ
′
j(n), wi(n+ 1) = w′

i(n), (9)

where aij(n) are random variables, elements of a random
matrix A(n) = [aij(n)] [11], [31], [35]. If one adopts that the
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available N MDP’s are connected by communication links in
accordance with a directed graph G = (N , E), where N is the
set of nodes and E the set of arcs, then matrix A(n) has zeros
at the same places as the graph adjacency matrix AG and is
row-stochastic, i.e.,

∑N
j=1 aij(n) = 1, i = 1, . . . , N , ∀n ≥ 0.

The algorithm (7), (8) incorporating consensus only w.r.t. θ
according to (9) will be denoted as AlgA.

We also consider a modification of AlgA, denoted as AlgB,
obtained by applying convexification to both θi and wi, i =
1, . . . , N , in such a way that the second relation in (9) becomes

wi(n+ 1) =
N∑
j=1

aij(n)w
′
j(n). (10)

A comparative analysis of AlgA and AlgB is in the main focus
of this paper.

III. CONVERGENCE ANALYSIS

A. Prerequisites

1) Choice of λ-parameters: The results given below are
applicable to both state-dependent and history-dependent λi.
In the first case, we have simply λi(n) = λi(Sn) for a given
function λi : S → [0, 1], while in the second case λi(n) =
λ(yi(n), ei(n − 1)), yi(n) = f(yi(n − 1), Sn), where y(n),
n ≥ 0, is a memory state summarizing the history of the past
states up to time n (see [21], [34]).

Different choices of λi lead to different generalized Bellman
operators. For example, in the case of state-dependent λi, we
have:

T (λi)v = (I−PΓΛi)
−1rπ+(I−PΓΛi)

−1PΓ(I−Λi)v, (11)

where Λi is an M ×M diagonal matrix with entries λi(s);
therefore, we have P (λi) = (I − PΓΛi)

−1PΓ(I − Λi). For
the history-dependent λi-parameters, the formulation is more
complex [21], [34] (the details are out of the scope of this
paper).

2) Properties of the State-Trace Processes: Under the be-
havior policies π(i), the state-trace processes are defined as
{Sn, ei(n)}. These state-trace processes are Markov chains
with the weak Feller property [21], [34]. Let Zi(n) =
(Sn, ei(n), Sn+1). We have the following important result
[21], [34]: a) the state-trace weak Feller-Markov chain process
Zi(n) has a unique invariant probability measure ζi; for each
initial condition the occupation probability measure converges
weakly to ζi [21, Theorem 2.1(i)]; b) if Eζi denotes the
expectation of the stationary state-trace process with initial dis-
tribution ζi, then Eζi{∥f(Z0)∥} < ∞ and 1

n

∑n−1
j=0 f(Zi(j))

converges to Eζi{f(Zi(0))} in mean and a.s., where f(z) is
a Lipschitz continuous function in the trace variable e [21,
Theorem 2.1(ii)].

The results a) and b) are used to prove the following:
1) Eζi{ϕ(S0)ϕ(S0)

T } = ΦTΞiΦ;
2) Eζi{ei(0) δi(v; 0)} = ΦTΞi(T

(λi)v − v), ∀v ∈ RM

3) Eζi{ei(0)ρi(0)(ϕj(S0) − γ(1)ϕj(S1))} = ΦTΞi(I −
P (λi))Φj , 1 ≤ j ≤ p;
4) Eζi{ei(0)ρi(0)(1 − λi(1))γ(1)ϕ

j(S1)} = ΦTΞiP
(λi)Φj ,

1 ≤ j ≤ p;

where ϕj(·) is the j-th component of ϕ(·) and Φj the j-th
column vector of Φ [21, Proposition 2.1].

Under (A1), the results from [21, Proposition 2.2] also
show that the sequences of traces {ei(n)} satisfy the con-
dition E{∥ei(n) − êi(n)∥} ≤ c(n), where c(n) → 0 when
n → ∞, while {ei(n)} and {êi(n)} are obtained using the
same trajectory of states, but with different initial conditions
ei(0) and êi(0). Also, {ei(n)} is uniformly integrable, and,
consequently, the random variables {Zi(n)}, n ≥ 0, are tight
[36].

Let

gi(θi, wi, Zi) = ρi(s, s
′)(ϕ(s)− γ(s′)ϕ(s′))eTi wi (12)

and

ki(θi, wi, Zi) = eiδ̄i(s, s
′, vθi)− ϕ(s)ϕ(s)Twi, (13)

where δ̄i(s, s′, vθi) = ρi(s, s
′)(r(s, s′)+γ(s′)vθi(s

′)−vθi(s)).
We also have:

ḡi(θi, wi) = Eζi{gi(θi, wi, Zi(0))}
= (ΦTΞi(I − P (λi))Φ)Twi, (14)

k̄i(θi, wi) = Eζi{ki(θi, wi, Zi(0))}
= ΦTΞi(T

(λi)vθi − vθi)− ΦTΞiΦwi, (15)

and

ḡi(θi, wi(θi)) = (ΦTΞi(I − P (λi))Φ)Twi(θi). (16)

Comparison with (3) shows that ḡi(θi, wi(θi) = −∇Ji(θi).
Based on the above definitions and the results from [21],

we have the following important ergodic properties:
Lemma 1 ( [21]): Under (A1), the following holds for each

θi and wi and each compact set Di ⊂ Zi:
a) limm,n→∞

1
m

∑n+m−1
s=n En{ki(θi, wi, Zi(s + 1)) −

k̄i(θi, wi)}I(Zi(n) ∈ Di) = 0 in mean,
b) limm,n→∞

1
m

∑n+m−1
s=n En{gi(θi, wi, Zi(s + 1)) −

ḡi(θi, wi)}I(Zi(n) ∈ Di) = 0 in mean,
c) limm,n→∞

1
m

∑n+m−1
s=n En{gi(θi, wi(θi), Zi(s + 1)) −

ḡi(θi, wi(θi))}I(Zi(n) ∈ Di) = 0 in mean,
where En{·} denotes the conditional expectation given the
history (Zi(0), · · · , Zi(n)) and I(·) denotes the indicator
function.

B. Global Model

Let X(n) = [Θ(n)T
...W (n)T ]T , Θ(n) =

[θ1(n)
T · · · θN (n)T ]T , W (n) = [w1(n)

T · · ·wN (n)T ]T ;

similarly, X ′(n) = [Θ′(n)T
...W ′(n)T ]T , together with the

corresponding vector components. Then, we have for AlgA
the following global model at the network level

X ′(n) = X(n) + Γ(n)F (X(n), n),

X(n+ 1) = diag{(A(n)⊗ Ip), INp}X ′(n), (17)

where ⊗ denotes the Kronecker’s product, while
Γ(n) = diag{α1(n), . . . , αN (n), β1(n), . . . , βN (n)} ⊗Ip,

F (X(n), n) = [F θ(X(n), n)T
... Fw(X(n), n)T ]T ,

F θ(X(n), n) = [q1g1(θ1(n), w1(n), Z1(n))
T · · ·

qNgN (θN (n), wN (n), ZN (n))T ]T ,
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Fw(X(n), n) = [k1(θ1(n), w1(n), Z1(n))
T

+ e1(n)
Tω1(n+ 1) · · ·

kN (θN (n), wN (n), ZN (n))

+ eN (n)TωN (n+ 1)]T

with gi(·) defined by (12).

Introduce dummy variables X = [ΘT
...WT ]T , together

with F̄ (X) = [F̄ θ(Θ,W )T
...F̄w(Θ,W )T ]T , F θ(Θ, W ) =

[q1ḡ1(θ1, w1)
T · · · qN ḡN (θN , wN )T ]T , with ḡi(·, ·) defined by

(14), Fw(Θ,W ) = [k̄1(θ1, w1)
T · · · k̄N (θN , wN )T ]T , with

k̄i(·, ·) defined by (15).
In the case of AlgB, we have a slightly modified model

(17): instead of diag{(A(n)⊗Ip), INp} in the second relation
in (17), we have diag{(A(n) ⊗ Ip), (A(n) ⊗ Ip)}, as a
consequence of consensus w.r.t. wi.

C. Communication Part of the Algorithm

The result of this subsection is a slight generalization of the
results in [5], based on [11].

Define Ψ(n|k) = A(n) · · ·A(k) for n ≥ k, Ψ(n|n + 1) =
IN . Let Fn be an increasing sequence of σ-algebras such that
Fn measures {X(k), k ≤ n,A(k), k < n}.

(A2) There is a scalar α0 > 0 such that aii(n) ≥ α0, and,
for i ̸= j, either aij(n) = 0 or aij(n) ≥ α0.

(A3) There are a scalar p0 > 0 and an integer n0 such
that PFn{agent j communicates to agent i on the interval
[n, n+ n0]} ≥ p0, for all n and i = 1, . . . N , j ∈ Ni.

(A4) The digraph G is strongly connected.
According to [5], [11], it is possible to show that (A2)-

(A4) imply that Ψ(k) = limn Ψ(n|k) exists w.p.1; moreover,
its rows are equal and E{|Ψ(n|k)−Ψ(k)|}, EFn{|Ψ(n|k)−
Ψ(k)|} → 0 geometrically as n − k → ∞, uniformly in k
and ω (w.p.1). In addition, EFn

{Ψ(n|k)} converges to Ψ(k)
geometrically, uniformly in ω and k, as n→ ∞.

D. Convergence Proofs

(A5) Sequence {A(n)} is independent of the processes in
MDPi, i = 1, . . . , N .

(A6) There is a N×N matrix Ψ̄ such that E{|Ek{Ψ(n)}−
Ψ̄|} → 0 as n − k → ∞, which, under the conditions of
Lemma 1, has the form

Ψ̄ =

 ψ̄1 · · · ψ̄N

· · ·
ψ̄1 · · · ψ̄N

 =

 Ψ̂
...
Ψ̂

 ,
where

∑
i ψ̄i = 1 (| · | denotes the infinity norm).

(A7) Sequence {X(n)} is tight.
1) AlgA):
Theorem 1: Let (A1)–(A7) hold. Let Xα(n) be generated by

AlgA, (7), (8), (9), with βi(n) = αi(n) = α and define for t ≥
0, t ∈ R, Xα(t) = X(n) for t ∈ [(n−nα)α, (n−nα+1)α).
Let wα

i (0) = wα
i,0, ei(0) = ei,0 ∈ span{ϕ(S)}. Then, for

any integers n′α such that αn′α → ∞ as α → 0, there exist

positive numbers {Tα} with Tα → ∞ as α→ 0 such that for
any ϵ > 0

lim sup
α→0

P{(Xα(n′α + k)) /∈ Nϵ(Σ̄)

for some k ∈ [0, Tα/α]} = 0, (18)

i = 1, . . . , N , where Nϵ(·) denotes the ϵ-neighborhood, while
Σ̄ = Σ̄θ × · · · Σ̄θ × Σ̄w1 × · · · Σ̄wN

is the set of points
θ̄, . . . , θ̄, w̄1, . . . , w̄N satisfying

N∑
i=1

ψ̄iqiG
T
i w̄i =0, (19)

G1θ̄ + b1 −H1w̄1 =0,

...
GN θ̄ + bN −HN w̄N =0,

where Gi = ΦTΞi(P
(λi) − I)Φ, bi = ΦTΞir

(λi)
π , r(λi)

π is a
constant M -vector in the affine function T (λi)(·), while Hi =
ΦTΞiΦ, i = 1, . . . , N .

Proof: The proof is based on [1], [33] and the general
results from [5], [11], [36]. In order to apply the proof of
Theorem 3.1 in [5], it is essential to verify whether the
basic assumptions from [5] concerning F (X(n), n) hold in
our case. We can easily conclude that Lemma 1 implies
that the assumptions (C3.2) and C(3.3’) from Section 3 in
[5] hold. Following further [5], it follows that the Sko-
rokhod embedding implies that we have the limit process
Xα(·) → X(·), where Ẋ = diag{Ψ̄ ⊗ Ip, INp}F̄ (X) [5].
By Lemma 1 and (A6), all the rows of Ψ̄ are equal. Conse-
quently, Θ(·) = [θ(·)T · · · θ(·)T ], ∀θ(·) ∈ Rp, implying that
θ̇ = ψ̄1q1ḡ1(θ, w1) + · · · + ψ̄NqN ḡN (θ, wN ); we also have
ẇ1 = k̄1(θ, w1), . . . ẇN = k̄N (θ, wN ), having in mind that
consensus is not applied to the auxiliary variables.

In order to prove (18), we study the limit set

E = ∩τ≥0cl{θ(t), w1(t), . . . , wN (t)|θ(0), w1(0), . . . , wN (0)

∈ R(N+1)p, t ≥ τ}.
(20)

where cl{·} denotes the closure of a given set. Following [21]
( Proposition 4.1), we introduce the Lyapunov function

V (θ, w1, . . . wN ) =
1

2
∥θ− θ̄∥2+ 1

2

N∑
i=1

qiψ̄i∥wi−w̄i∥2, (21)

where θ̄ and w̄i are given by (19). We have directly

V̇ (θ, w1, . . . wN ) =⟨θ − θ̄,−
N∑
i=1

qiψ̄iG
T
i wi⟩

+
N∑
i=1

qiψ̄i⟨wi − w̄i, Giθ + ḡi − H̄iwi⟩

=−
N∑
i=1

qiψ̄i⟨wi − w̄i, Hi(wi − w̄i)⟩.

(22)

Therefore, V̇ (θ, w1, . . . wN ) < 0 for wi ∈ span{ϕ(S)} and
wi ̸= w̄i, implying that ŵi = w̄i if [θ̂T ŵT

1 . . . ŵ
T
N ]T ∈
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E and ŵi ∈ span{ϕ(S)}, i = 1, . . . , N . Similarly, if
[θ̂T w̄T

1 . . . w̄
T
N ]T ∈ E, then θ̂ = θ̄. In such a way we conclude

that for initial conditions wi(0) ∈ span{ϕ(S)} the limit set E
is indeed the set Σ̄ of points satisfying (19).

The steps remaining to prove (18) are standard for the
stochastic approximation theory (see [1], [21], [36]).

2) AlgB):
Theorem 2: Let (A1)–(A7) hold. Let Xα(n) be generated

by AlgB (7), (8), (9) and (10), with βi(n) = αi(n) = α, and
let both wα

i (0) = wα
i,0 and ei(0) = ei,0 ∈ span{ϕ(S)}. Then,

for any integers n′α such that αn′α → ∞ as α→ 0, there exist
positive numbers {Tα} with Tα → ∞ as α→ 0 such that for
any ϵ > 0

lim sup
α→0

P{

[
θαi (n

′
α + k)

wα
i (n

′
α + k)

]
/∈ Nϵ(Σ̄)

for some k ∈ [0, Tα/α]} = 0, (23)

i = 1, . . . , N , where Nϵ(·) denotes the ϵ-neighborhood, while
Σ̄ = Σ̄θ × Σ̄w is the set of points x̄ = [θ̄T w̄T ]T ∈ R2p

satisfying

Ḡθ̄ + ḡ − H̄w̄ = 0, ḠT w̄ = 0, (24)

where Ḡ =
∑N

i=1 ψ̄iqiΦ
TΞi(P

(λi) − I)Φ,
b̄ = ΦT

∑N
i=1 ψ̄iqiΞir

(λi)
π , r(λi)

π is a constant M -vector
in the affine function T (λi)(·), while H̄ =

∑N
i=1 ψ̄iqiΦ

TΞiΦ.
Proof: AlgA differs from AlgB only in the commu-

nication part of the algorithm. Formally, the procedure of
the proof remains the same as in Theorem 1, after replac-
ing diag{(A(n) ⊗ Ip), INp} by diag{(A(n) ⊗ Ip), (A(n) ⊗
Ip)}. This implies that, asymptotically, instead of diag{(Ψ̂⊗
Ip), INp} we have now diag{(Ψ̂⊗Ip), (Ψ̂⊗Ip)}. In this sense,
we obtain X(·) = [θ(·)T · · · θ(·)Tw(·)T · · ·w(·)T ]T , where
θ(·) and w(·) satisfy the following ODE:[

θ̇
ẇ

]
= ψ̄1q1

[
ḡ1(θ, w)

k̄1(θ, w)

]
+ · · ·+ ψ̄NqN

[
ḡN (θ, w)

k̄N (θ, w)

]
(25)

The limit points (24) follow from (25), according to Theo-
rem 1. Namely, we define the Lyapunov function

V (θ, w1, . . . wN ) =
1

2
∥θ − θ̄∥2 + 1

2
∥w − w̄∥2, (26)

where θ̄ and w̄ are given by (24) and obtain for the derivative
that

V̇ (θ, w) = ⟨θ − θ̄, ḠTw⟩+ ⟨w − w̄, Ḡθ + b̄− H̄w⟩
= −⟨w − w̄, H̄(w−w̄)⟩. (27)

Therefore, V̇ (θ, w) < 0 for wi ∈ span{ϕ(S)} and w ̸= w̄,
implying that ŵ = w̄ if [θ̂T ŵT ]T ∈ E and ŵ ∈ span{ϕ(S)}.
In the same way, if [θ̂T w̄T ]T ∈ E, then θ̂ = θ̄. Consequently,
for the initial conditions wi(0) ∈ span{ϕ(S)}, the limit set of
ODE (25) is the set Σ̄ satisfying (24).

IV. DISCUSSION

The preceding section has been devoted to the weak conver-
gence of the proposed distributed temporal difference learning
algorithms. The role of convexification of wi remains to be

clarified. It is clear, from the definition of the criterion function
(2) and the algorithm construction, that AlgA follows from the
basic local relations (4), providing for all i unique solutions
wi(θ) for all θ. However, AlgB is based on the introduction of
an additional constraint that w1(θ) = · · · = wN (θ) = w(θ),
where w(θ) is the unique solution of

ΦT (
N∑
i=1

ψ̄iqiΞi)Φw(θ) =
N∑
i=1

ψ̄iqiΠξi(T
(λi)vθ − vθ). (28)

It is straightforward to observe from (28) that we have for any
given θ

ΦT (
N∑
i=1

ψ̄iqiΞi)Φw(θ) =
N∑
i=1

ψ̄iqiΦΞiΦwi(θ). (29)

This property is verified by the above theorems.
Consequently, convergence points of θ are different for

these two cases. In order to get a clearer insight, assume that
detHi ̸= 0. Then, for AlgA we have

N∑
i=1

ψ̄iqiG
T
i wi(θ) =

N∑
i=1

ψ̄iqiG
T
i [H

−1
i (Giθ + bi)] = 0, (30)

resulting in

N∑
i=1

ψ̄iqiG
T
i H

−1
i Giθ =

N∑
i=1

ψ̄iqiG
T
i H

−1
i bi = 0, (31)

while for AlgB we obtain

ḠT H̄−1Ḡθ = ḠT H̄−1b̄. (32)

Notice that in the case of equal λ-parameters and equal
behavior policies for all the agents, both algorithms provide
the same solution.

It is difficult to make any general conclusion about the
relative advantage of one of the two presented algorithms. It
is to be noticed that this issue has not been directly treated in
the literature; all the examples of distributed TD algorithms
subsume that the consensus operator is applied to both θ
and w, without mentioning any alternative (e.g., [28] with
the references therein). As far as the limit points of the
corresponding ODEs are concerned, it should be noticed that
a better approximation could be, in general, expected when
consensus is not applied to w. Our experience confirms this
statement; however it does not show any significant difference
from this point of view. In some cases it could be expected
that the application of consensus to w may improve the con-
vergence rate of the algorithm. It is hard to draw any definite
conclusion, in general, having in mind that connectedness of
the underlying network can play an essential role from this
point of view. A comprehensive Monte Carlo analysis could
practically resolve the remaining dilemmas. It would be also
interesting to analyze the discussed problem in the two-time-
scale cases (see [1]).
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V. CONCLUSION

In this paper we have presented and discussed two novel
algorithms for distributed off-policy gradient-based value func-
tion approximation within a collaborative multi-agent rein-
forcement learning setting. The algorithms are based on an
integration of linear dynamic consensus schemes into local
gradient-based recursions, involving the so called auxiliary
variables. We presented rigorous proofs that, under nonrestric-
tive assumptions, the parameter estimates weakly converge to
consensus. Based on these proofs, a discussion is provided of
the incorporation of consensus w.r.t. auxiliary variables, defin-
ing clearly the figure of merit of the alternative approaches.
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sensus based distributed change detection using generalized likelihood
ratio methodology,” Signal Processing, vol. 92, no. 7, pp. 1715 – 1728,
2012.
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Abstract— This paper presents a laboratory platform with 

remote access for exercising digital control systems analysis and 

design. The laboratory environment utilizes three types of 

standard control systems: positional servosystem, velocity 

servosystem and temperature regulation system. It also has 

online access through a standard Web browser that enables 

remote execution, visualization and data acquisition. Students 

can perform different variety of experiments, ranging from 

bachelor to master level studies. They can work independently 

or collaborate within a group with multiuser access to the 

platform. The laboratory platform is designed a way to be 

applicable to any regulation system with implemented 

communication protocols. 

 
Index Terms— Laboratory platform, remote access, digital 

control theory, Arduino. 

I. INTRODUCTION 
The previous two years, because of the pandemic outbreak, 

introduced remote learning to all levels of education. While 
this type of learning is not new, it was never before used at 
such an extent and for a large number of topics.  

Remote laboratories were always popular in engineering 
education, but their popularity has grown rapidly in recent 
years. With the development of different technologies, e.g., 
Internet-of-things, more and more researchers turn to 
developing remote laboratories for different topics. 

The results presented in this paper stemmed from the 
efforts, started a long time ago, trying to modernize old 
laboratory teaching platforms that were used to explain 
control system fundamentals to students. The possibility of 
remote access to the laboratory setup was a priority from a 
very beginning. Remote experiments offer more flexibility 
both for teachers and students, and some experiments were 
performed at the Faculty of Electronic Engineering in Niš 

more than 10 years ago [1]. 
Gaining experience in that field over the years, the authors 

started developing a new laboratory platform for teaching 
control system fundamentals. With flexibility and simplicity, 
as the main guiding principles, a new platform has been 
designed for teaching digital control systems analysis and 
design. Remote access to the platform requires from a student 
to only have a device with internet access. On the other hand, 
the platform can be built using off the shelf components that 
are inexpensive. 

The paper is organized as follows. Section II presents the 
hardware system design, while Section III describes the 
software architecture of the system Section IV shows the 
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educational possibilities and potentials of the realized 
laboratory platform and demonstrates its ease of use through 
some examples of laboratory exercises. 

II. HARDWARE ARCHITECTURE 
Arduino Due development board has been chosen to be the 

key component of the laboratory platform. Arduino is an 
open-source development environment that has become 
ubiquitous in education, from the primary schools all the way 
to the universities. Arduino platform provides different 
inexpensive development boards, that can be used for 
teaching different topics like programming [2], robotics [3], 
physics [4], etc. Arduino Due has an Atmel SAM3X8E Arm 
Cortex-M3 microcontroller, which uses a 32-bit RISC 
processor operating at the maximum frequency of 84 MHz. 
This gives the platform adequate processing power and 
enables further development of the system. It also has plenty 
of general-purpose input/outputs (GPIOs) for connecting 
other parts of the system. The main disadvantage is that this 
system is 3.3V transistor-transistor logic (TTL) and requires 
logic level converters to work with components having 5V 
TTL. 

In order to be able to create a set of different laboratory 
exercises, the three standard control systems have been 
implemented: positional and velocity servosystems using DC 
motors, and temperature regulation system using heating 
elements. 

A. Positional and velocity servosystem 

The positional and velocity servosystems were realized 
using Crouzet 82830010 DC motor that has the nominal 
power output of 33W. A gearbox with the ratio of 12.25 is 
coupled with the motor for the positional servosystem, for 
more accurate angular position control. An absolute magnetic 
encoder with 4096 increments per revolution is chosen for 
position measuring. These measurements are also used for the 
angular speed estimation of the motor shaft [5]. This was 
chosen as the most inexpensive solution with the highest 
resolution. Since the encoder is absolute, a lot of attention has 
been dedicated to detecting the zero-crossing condition, 
especially when operating on high speeds. The motor speed 
is estimated using simple Euler derivative approximation, 
which means that for small sampling periods the speed signal 
can be noisy. According to the predicted motor current 
requirements, Pololu VNH5019 motor driver has been 
chosen. A custom printed circuit board (PCB) was designed 
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and manufactured for easy component interconnection and 
system replication. All the required mechanical components 
were designed and 3D printed with the special care for safety 
and transferability. A photo of the laboratory setup is 
displayed in Fig. 1. 

 

 
Fig. 1. Velocity servosystem laboratory platform. 
 

A power supply port, an USB port for communication and 
an USB port for Arduino programming are located in the left-
hand side of the platform. The power supplies are integrated 
into the platform, in the right-hand side, so only a standard 
PC power cable is needed for powering the system. The 
laboratory setup was designed to operate both in the stand-
alone mode (controlled using the knob and display in the 
middle) and with usage of a computer. The referent 
speed/position is selected using the pointer on the left, and the 
motor rotation is observed using the pointer on the right. 

B. Temperature regulation of a thermal process 

Temperature regulation system consists of a ceramic 
resistor with 2.7 Ω resistance and maximum power output of 
10 W. It has the role of a control object whose temperature 
needs to be regulated. A strong MOSFET transistor serves as 
the actuator of the system, and it allows current switching 
trough the resistor. The feedback is realized using an analog 
temperature sensor that is amplified to achieve the highest 
resolution for the temperature range of 0 0C – 100 0C. A photo 
of the temperature regulation platform is shown in Fig. 2. 

 

 
Fig 2. Temperature regulation system 
 

The system also has a secondary ceramic resistor, that has 
the resistance of 5.6 Ω and maximum power dissipation of 5 
W. The resistors represent two different heating elements, 

that can be utilized either separately or together. This 
provides flexibility to the platform to be able to emulate 
different thermal processes. 

III. SOFTWARE ARCHITECTURE 
The software architecture consists of three parts: (i) real-

time control system implemented on the Arduino DUE, (ii) 
server that generates the user interface (UI) and (iii) a bridge 
application that connects the previous two. The system block 
diagram is given in Fig. 3. 

 

 
Fig 3. Block diagram of the system. 
 

A. Communication protocols 

The real-time control system communicates with the 
bridge application using universal asynchronous receiver-
transmitter (UART) protocol. UART messages are optimized 
for the minimization of number of bytes, which means that 
they need to be decoded and passed to the server. This is 
implemented because of the limited transmission speed of the 
protocol with really large amount of data (e.g., plot data). The 
bridge application decodes the UART data and generates Java 
Script object notation (JSON) messages that are transferred 
to the server via WebSocket protocol. The communication is 
organized using a master-slave type of protocol where the 
server is the master, and the Arduino is the slave. Every 
message from the server generates a response from the 
Arduino so any communication error can be easily 
recognized. If no response is generated retransmission feature 
has been implemented as well. This provides reliable 
communication between system components. 

B. Real-time control system 

The real-time control system consists of three main parts: 
1) control loop, 2) communication handler and 3) display 
handler. 
1) Control loop 

The control loop must have a real-time component, 
executed every 4 ms by generating the timer interrupt. It 
handles the sensor readings for the reference and the output 
signal, calculate the control signal according to the applied 
control algorithm, converts that signal from voltage to PWM 
and forwards it to the selected driver. The control loop can be 
set to be executed with a longer sampling period, which is the 
integer product of 4 ms. This enables changing the sampling 
period of the system. This feature is useful for the 
experiments that analyze the effects of the sampling period 
size on a digital control system, as well as for the systems that 
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are considerably slower, such as the temperature regulation 
system. Several digital control laws can be employed for the 
control signal calculation. The implemented standard digital 
controllers are: PD, PID, PID AW, I-P, I-PD and universal 
controller. PD controller can be used for realization of P 
controller, by setting the derivative gain to zero. The same 
goes for PID controller that can be used for the realization of 
PI controller. PID AW represents the standard PID controller 
with anti-windup mechanism. I-P and I-PD controllers denote 
controllers with relocated P and PD actions, respectively. The 
implemented universal controller can represent any second-
order (or less) discrete-time transfer function described by 

𝐺(𝑧) =
𝑏2𝑧

2+𝑏1𝑧+𝑏0

𝑎2𝑧
2+𝑎1𝑧+𝑎0

        (1) 

This means that virtually any linear digital controller (up to 
the second-order) can be tested on the given system. 

It is also envisaged that the control signal can be formed 
using state feedback control approach. In order to implement 
the state feedback control loop, it is necessary to use the state-
space representation of the control plant. The state variables 
required for the state feedback control can be obtained 
directly by measuring, or by using state estimation. For this 
reason, a predictive state observer, a current state observer 
and a Kalman estimator (filter) were also implemented. The 
software is realized in a such manner that the real-time 
simultaneous switching between the controllers can be done. 
This offers the students the possibility to compare the 
efficiencies of various controllers. 

The desired reference signal can be obtained manually 
from the user or as the output of the built-in signal generator. 
The implemented signal generator can generate real-time 
step, ramp, parabolic, pulse, sine and sawtooth signals. The 
signal parameters can be arbitrary set and the switching 
between signals can be done in real-time. 
2) Communication handler 

The communication handler manages receiving a message, 
its decoding and generating and sending the corresponding 
response. The communication handler has various types of 
error checking, starting from incorrect number of bytes to 
incorrect data or data types. The number of system 
parameters that can be changed through the communication 
handler is 70. This means that every controller gain, every 
signal generator parameter and every other control loop 
parameter can be changed by the user through the Web UI. 
The communication handler is responsible for generating and 
sending the plot data, which consists of the timestamp, 
referent signals, output signals, and control signals. The time 
period of the plot data sending is defined as a user settable 
parameter, enabling the user to appropriately adjust the plot 
figure as needed. 
3) Display handler 

The display handler controls the information presented on 
the display and the knob that is used for moving through the 
menus. The display information is useful when performing 
experiments in the stand-alone mode (not connected to a 
computer). Still, for the full functionality of the system the 
Web UI should be used. 

C. Web UI 

The Web UI is accessible through any Web browser with 
no special requirements. When granted the access to the 
platform by the system administrator, the user establishes the 

connection to the Web UI by typing in the Web address as 
shown in [6]. Multiple users can access the platform at the 
same time which enables working in groups, where the 
members don’t need to be in the same location. This has 
proven to be a useful option, since the pandemic has separated 
students from each other. The first batch of students that used 
the laboratory had positive feedback on the look and usability 
of the Web UI. When accessing the provided Web page, a 
login screen firstly appears. After entering the correct login 
information, the control page is shown. The control page is 
dynamically changing the displayed parameters based on the 
selected options. Fig. 4. shows the overview of the control 
page. 

 

 
Fig. 4. The control page of the Web UI. 
 

The control page consists of the 1) control panel on the left, 
2) control chart on the right and a 3) message panel on the 
bottom.  
1) Control panel 

The control panel is used for starting and stopping the 
system and for system parameter manipulation. It is divided 
into four sections. The first section consists of the Start/Stop 
button and a system status indicator. The possible system 
statuses are: Unknown, Stopped, Running and Disconnected. 
The statuses are described in Table 1. 

 
TABLE I 

SYSTEM STATUS DESCRIPTION 
 
Status Description 
Unknown The bridge application is not 

responding. 
Stopped Control loop is disabled, and plot data 

sending is stopped. 
Running Control loop is enabled, and new plot 

data is being displayed. 
Disconnected Connection with the server is 

terminated, the page should be 
refreshed 

 
The second section is intended for reference signal control 

and output signal display. A dropdown list is used for 
selecting if the reference signal is entered manually or if it is 
connected to the signal generator. If a signal generator is 
selected, the corresponding signal parameters are displayed 
and can be changed. When the state feedback control is 
enabled, two input fields are displayed. One for each referent 
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state, and two display fields for each measured state variable. 
A Show trend checkbox displays three new fields, showing 
the current error, the error derivative and the error integral. 

The third section is intended for setting the control loop. 
The first adjustable parameter is the system sampling period. 
A dropdown list is used for selecting the loop type and 
controller type. Loop type can be the standard negative 
feedback or the state feedback. Controller type is used for 
selecting one of the implemented digital controllers, 
explained in the previous section. When selecting the desired 
controller, corresponding parameters of that controller are 
displayed and can be tuned. Finally, there is a check box for 
selecting open or closed control loop. This is mostly useful in 
system identification exercises. 

The fourth section consists of two buttons, one for 
refreshing of all parameters and one for resetting the all 
parameters to their default values. Below the control panel, 
there is a button that is used for displaying the webcam image. 
It opens a new tab that will display a livestream of the 
laboratory platform that is obtained via a webcam, which is 
mounted above the platform.  
2) Control chart 

The control chart is an interactive chart that can be 
manipulated in various ways by the user. Signal manipulation 
can be accomplished on the chart itself. Every signal on the 
chart can be hidden or shown by clicking on the signal name. 
Every point on the chart can be displayed in detail by 
hovering the mouse pointer over it. Additional controls for 
manipulating the chart are located directly below it. They 
consist of the following buttons: Zoom in, Zoom out, Reset 

view buttons and Auto-scroll checkbox for closer 
observations of the response, Save graph and Save data 
buttons for storing the response and an Advanced settings 
checkbox. Save graph button stores the presented response as 
an “Graph.png” file while the Save data button stores the 
response in a “data.csv” file. Every row in the file represents 
one timeseries, and every column one signal. This makes the 
data easily readable, and importable into various software 
packages (like Matlab) for further detailed analysis. The 
Advanced settings checkbox displays three new input fields: 
Plot acquisition period, Number of seconds to store and 
Number of samples to store. Plot acquisition period defines 
the period at which the platform sends the data to the user. 
This period can be different to the control sampling period if 
we do not need so much data collected and displayed. Number 

of seconds to store defines the timespan that is shown on the 
chart and that will be stored with the save button. Number of 

samples to store represents the number of timeseries points 
that is displayed and stored. Because these two fields affect 
the same property (timespan of the plot), only one of them 
should be changed. 

With this kind of interactive control chart, it is obvious that 
it alone is sufficient for any standard system analysis, which 
is done when executing a laboratory exercise. This enables 
the students to observe the experiment, notify and 
immediately correct any unexpected system behavior. 
3) Messaging system 

The messaging system is a feature that is designed for 
student groups that are scattered in different places. Using the 
toggle button on the top of the messaging panel, different 
types of messaging channels can be selected. Firstly, there is 

the User-device channel that is used for verifying that all the 
parameters are set correctly. Secondly, there is the User-user 
channel which is organized in a standard chat form and 
enables students to collaborate more effectively while 
performing the given task. 

IV. LABORATORY EXERCISES 
The realized laboratory platforms have a lot of teaching 

potential for the students, and they can provide practical 
engagement for students to better learn and understand 
control theory. First, students can learn about system 
identification techniques for different types of control plants. 
For example, students can record the step response of the 
system by removing the feedback loop and setting the digital 
controller to PD with the gains 𝑘𝑝 = 1, 𝑘𝑑 =0. In this way, 
the value of the referent signal is directly passed to the plant. 
They can save the response data and use Matlab for system 
identification. By performing this on the servosystems, they 
learn about first- and second-order transfer function 
identification. In case of the thermal plant, they can learn 
about identifying a system with transport delay. 

The second set of experiments are devoted to time-
discretization process and signal reconstruction in digital 
control systems. Students can observe the effects of the 
sampling period selection on a system performance. They can 
experimentally determine critical gain and critical frequency 
when system reaches stability margin, Fig. 5. Also, they can 
calculate steady state errors to different input signals and 
experimentally validate them. 

 

 
Fig 5. Experimentally determining the critical gain and frequency of a closed 
loop system. 
 

When it comes to digital control systems design, the 
implemented digital controllers give the students a lot of 
possibilities. Starting from standard control loops, they can 
design P, PI, PD, PID controllers, lead-lag compensators and 
compare the system responses that they provide. Also, the 
students can experience some issues related to practical 
implementation of a control system. One of them is the 
saturation of the applied control signal, which can greatly 
affect the performance of a system. Consequently, 
possibilities are envisaged to implement digital controllers 
with relocated P and D actions that can reduce control signal 
peaks, as well as to enhance a control system with an anti-
windup structure. The latter is crucial for temperature 
regulation system because of the large integrator windup 
produced by the dynamic properties of the system as well as 
the present transport delay, Fig. 6. 

The state feedback control structure implementation 
widens even more the learning possibilities of the platform. 
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By designing the state feedback controller, students get a 
better understanding of the state-space representation of a 
system and its practical usage. The implemented prediction 
state observer, current state observer and Kalman estimator, 
as a special type of current state observer, offers possibilities 
to students to try their design and get insight into state 
estimation and its possible usages. An example of application 
of current state observer in state feedback control is given in 
Fig. 7. 

 

 

 
Fig. 6. Temperature regulation system without anti-windup structure (top), 
and with it (bottom). 
 

 
Figure 7. State feedback control implemented with current state observer. 

V. CONCLUSION 
The designed laboratory platform represents a universal 

solution for teaching of different types of digital control 
systems. User friendly and modern UI makes it very easily 
understandable for students. Its inexpensiveness makes it a 
viable option for a lot of educational facilities. The applied 
motors and drivers can be easily replaced with any motor 
power and driver combination, without losing any of the 
functionality of the exercises. The Arduino microcontroller 
used here enables for realization of even more complex 
control loops, which can be useful to students at a higher 
educational level. The scalability of the system makes it work 
with any digital system with UART protocol and this type of 
communications handler. The special value of this platform 
is the possibility of remote access and performing laboratory 
exercises from a distant location, which was especially useful 
for students in a pandemic. Future work will be directed to 
introduction a cooling element to the temperature regulation 
system, implementing force feedback loops as well as a 
cascaded control system with the positional outer loop and 
velocity inner loop for jerk reduction. This will broaden the 
possible systems for which students can design and test 
different control structures.  
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Abstract— Education system proved to have a challenge to 
cope with today’s world of accelerated development of new 
technologies and ever changing industry. New paradigm dictates 
not only new teaching contents, but whole new holistic approach 
to the education of engineers, especially in the field of 
development of smart products and services. A group of 
professors from the University of Niš (Faculties of Electronic and 
Mechanical Engineering) developed a new teaching module 
named “Smart Products and Services Engineering” and 
successfully applied for funding from European Education and 
Culture Executive Agency in the scope of Jean Monnet 
Erasmus+ project call. Raising the level of knowledge and skills 
of students in the field of smart products and services should 
further encourage the development of a modern educational 
system in one of the most important areas of technology.  

 
Index Terms—Smart products, smart services, engineering 

education.  
 

I. INTRODUCTION 

The advancement of information and communication 
technologies is emerging at such a pace that they are 
increasingly penetrating traditional industries, changing 
products, processes, organizations, business models and entire 
value chains. Existing products are transformed into smart 
products [1], [2] which can intelligently communicate with 
other smart products and react autonomously to changes in 
their environment. Smart products are expanding into smart 
services or smart service systems. Designers today must 
quickly and flexibly integrate new trends and standards into 
their solutions. Therefore, the application of modern efficient 
engineering of the new generation of smart products and 
services, characterized by high interdisciplinarity, networking, 
complexity and heterogeneity, is more than necessary. Today, 
it is convenient to consider a holistic approach to engineering, 
where, in addition to the development of products and 
services, their complete life cycle is also taken into account. 
The components of holistic engineering are the models and 
methods used in the development process, IT tools, 
information models and organizational structures, united by 
human resources with appropriate competencies. The key 
competence of development engineers is creativity, because it 
enables successful innovations, i.e. the development of 
creative and market-competitive products. All these modern 
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tendencies dictate a new approach to education of engineers in 
the field of smart products and services [3], [4], [5]. 

With the goal to enable master students of technical 
faculties to acquire adequate competencies in the application 
of methods, models and IT tools in the efficient engineering 
of smart products and services, group of professors from the 
University of Niš successfully applied for funding from 
EACEA (European Education and Culture Executive 
Agency). Concrete project application was for Erasmus+ 
programme call Jean Monnet Actions in the field of Higher 
Education: Modules, with the project named “Smart Products 
and Services Engineering” (acronym SPaSE) 101047566-
JMO-2021-HEI-TCH-RSCH. Project team consists of ten 
professors from two faculties: six from the Faculty of 
Electronic Engineering and four from the Faculty of 
Mechanical Engineering. Project duration is December 2021 - 
November 2023 (36 months), and during that time, project 
team is obligated to hold teaching module dedicated to Smart 
Products and Services Engineering for three generations of 
students. Students applicable for the module will be the 
students from technical faculties who already finished basic 
level of studies (either master students or working persons). 

II. PROJECT OBJECTIVES 

Main objectives of the project “Smart Products and 
Services Engineering” (SPaSE) are: 

• Acquiring the necessary knowledge and skills by the 
master students of technical faculties in the field of innovation 
and creative techniques for the development of smart market-
competitive products and services. 

• Mastering the methods, models and IT tools applicable in 
efficient engineering of the new generation of smart products 
and services. 

• Transfer of acquired engineering competencies in the 
field of smart products and services to the business entities in 
the region. 

• More efficient use of available human resources and 
faster integration of the region in the application of European 
achievements in this area. 

Project aims to contribute to the acquisition of professional 
competencies and innovative readiness in the field of smart 
product development both in educational institutions and in 
economic entities in the region. New student teaching module 
will be the focal point, where the students will learn the basics 
of Industry 4.0 (I4.0), application of creativity and innovation 
in product development, basics of digital product 
development, application of artificial intelligence, sensor 
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technologies and business models I4.0. Special attention will 
be paid to the development of relevant competencies [6]: 
professional, methodological, and social. Students will work 
in teams on practical projects where they will be able to 
strengthen creativity and teamwork. 

Besides teaching part, project team will have numerous 
related activities oriented toward teaching and scientific 
community as well as toward local business entities in the 
field of smart products and services. A lot of events are 
planned like: round tables with business, workshops, study 
visits, writing research papers as well as a handbook on smart 
products and services. All these activities will help reaching 
the project specific objectives: 

O1: Raising the level of knowledge and skills in the field of 
smart products and services 

O2: Efficient application of methods and IT tools for 
engineering a new generation of smart products and services 

O3: Application of creative and innovative techniques, 
which provides an opportunity for multidisciplinary 
application of advanced technologies 

O4: Strengthening human and institutional resources in the 
field of research and development 

O5: Encouragement to development of a modern 
educational system in one of the most important areas of 
technology 

O6: Encouragement to strengthen the competitiveness of 
the national economy 

O7: Increasing the technological readiness of educational 
institutions and economic entities for Serbia's integration into 
the EU. 

III. MODULE COMPOSITION 

Jean Monnet Module “Smart Products and Services 
Engineering” is composed of 11 courses with 118 school 
hours of teaching in total. Module is organized in 15 weeks (3 
months), two teaching days in a week, with 4 hours teaching 
blocks. 

C1. Introduction to European integration and legislation in 
the field of smart engineering (6 teaching hours). The main 
goal is to enhance the existing theoretical understanding of 
legal, economic, political, and social aspects of European 
integration. The lectures are based on the interdisciplinary 
approach regarding the European integration process and its 
benefits, law, and future aspects with emphasize on the field 
of smart engineering. 

C2. I 4.0: Smart products and services engineering (12 
teaching hours). The main goal of the course is to master the 
knowledge and skills for the efficient application of 
engineering of the new generation of smart products and 
services. As part of the course, students will study basic 
approach in product design and development, modular 
principle in product development, Industry 4.0 and Reference 
Architecture Model for Industry 4.0 - RAMI 4.0, holistic 
approach in product development, smart product and service 
development models [7], [8]. 

C3. Creativity and innovation in product development (12 

teaching hours). The main aim of this course is for students to 
master creative skills and competencies and also to present 
them innovative techniques which will be helpful in 
developing of future smart products and services [9]. 

C4. Digital product development (12 teaching hours). The 
course program will train students to independently use state 
of the art technologies and methods in the process of 
development of digital products. The acquired knowledge will 
enable students to create and holistically administer 
information, documents and resources in the digital product 
development process, thus fostering innovation [10]. 

C5. 3D CAD construction (10 teaching hours). Getting the 
knowledge about the basic geometrical objects and their 
relative positions and sections, developing surfaces, as well as 
the vector analysis and computing graphics. The focus of the 
course is on parametric design and the proper use of CAD 
software to produce 3D models, engineering parts, and 
documentation [11]. 

C6. Information technology (12 teaching hours). 
Introduction to the basic IT principles, methods, and 
techniques. The ultimate goal is the IT education of IT 
experts, capable of application of information technologies in 
the industry at all stages during the development of software 
solutions [12], [13]. 

C7. Artificial intelligence (12 teaching hours). The aim of 
course is to introduce the concepts and algorithms at the 
foundation of modern artificial intelligence, and explore the 
ideas that give rise to smart products and services. Through 
real world examples, students will gain knowledge to 
recognize and apply main tools and algorithms of AI and 
machine learning with the special emphasize on multilayer 
artificial neural networks (deep learning) [14], [15]. 

C8. Big data and data analytics (12 teaching hours). Upon 
completion of this course the students should become familiar 
with the principles of Big data and data analytics, gain 
understanding of the basic tools and techniques for data 
collection, processing and analysis. The desired outcome is to 
stimulate the students to adapt EU legislative in this area and 
apply main tools and algorithms of these concepts in design of 
simple smart products and services [16], [17]. 

C9. Internet and sensing technology (12 teaching hours). 
This course aims to provide an overview of technologies 
focusing on the Internet of Things and Industrial Internet of 
Things. Besides fundamentals and operational principles, the 
emphasize will be on introducing legal EU requirements and 
frameworks for building secure and reliable systems, 
opportunities and challenges, successful real-world practices, 
and efficient internet and sensing applications [18]. 

C10. Digital twins (10 teaching hours). Digital twin 
fundamentals, which integrate the internet of things, artificial 
intelligence, and software programming, will be introduced as 
a virtual representation of an object or system during its 
lifecycle, which is updated from real-time data and uses 
simulation, machine learning, and reasoning to help decision-
making [19]. 

C11. Business models I4.0 (8 teaching hours). This course 
will be focused on analysing business model characteristics 
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for Industry 4.0, providing an in-depth perspective of 
companies’ processes, structures, and tools for business model 
innovation. The course will also provide insight in EU good 
practices and competencies for business model innovation in 
the course of Industry 4.0 [20]. 

IV. CONCLUSION 

This paper presented main aspects of newly designed 
student module at the University of Niš, named “Smart 
Products and Services Engineering”. Module implementation 
is financially supported by European Education and Culture 
Executive Agency (EACEA) under the umbrella of Jean 
Monnet Erasmus+ project call. Module is jointly designed by 
professors from two faculties – Faculty of Mechanical 
Engineering and Faculty of Electrical Engineering. Module 
“Smart Products and Services Engineering” is composed of 11 
courses with 118 school hours of teaching in total, organized 
during 15 weeks (3 months), two teaching days in a week, 
with 4 hours teaching blocks. Topics to be mastered are: 
Introduction to European integration and legislation in the 
field of smart engineering, I4.0: Smart products and services 
engineering, Creativity and innovation in product 
development, Digital product development, 3D CAD 
construction, Information technology, Artificial intelligence, 
Big data and data analytics, Internet and sensing technology, 
Digital twins, Business models I4.0. 

Besides the main goal of the project which is acquiring the 
necessary knowledge and skills by the master students of 
technical faculties in the field of innovation and creative 
techniques for the development of smart market-competitive 
products and services and mastering the methods, models and 
IT tools applicable in efficient engineering of the new 
generation of smart products and services, project has several 
additional goals. Most important ones are the transfer of 
acquired engineering competencies in the field of smart 
products and services to the business entities in the region as 
well as more efficient use of available human resources and 
faster integration of the region in the application of European 
achievements in this area. In order to achieve all these goals, 
project anticipates besides teaching part, numerous related 
activities oriented toward teaching and scientific community 
as well as toward local business entities in the field of smart 
products and services. A lot of events are planned like: round 
tables with business, workshops, study visits, writing research 
papers as well as a handbook on smart products and services. 
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Abstract—Denoising signals is used as a preprocessing step for 

all signal processing. Encoder-decoder neural networks are often 

proposed as a method of denoising 1D and 2D signals, because of 

their ability to extract essential features from the signal and then 

recreate it without noise. In this paper we propose a simple 

architecture of a convolutional neural network for denoising step 

responses of systems with different open-loop transfer function. 

The network is trained on synthetic data with added noise of 

different distributions, then tested on a portion of synthetic data 

and real-life step responses. 

 
Index Terms— denoising, encoder-decoder, convolutional 

neural network, step response 

 

I. INTRODUCTION 
Signal denoising is an important preprocessing step in every 

type of signal processing. Even though many observations can 
be made on generated pure signals, real-life signals always 
come with a certain amount of noise. For any signals measured 
on electrical circuits, noise cause can be the imperfect design 
or layout of the circuit itself, faulty components, close 
proximity to other electrical equipment, environmental causes 
etc. However, even if causes are known, the behavior of noise 
is unpredictable and rarely fits into a specific probability 
density function. Having a denoising method that would be 
applicable to different types of signals and noises would be of 
great importance for signal processing. 

In the paper [1], authors used deep recurrent denoising neural 
networks to denoise ECG signals and improve signal-to-noise 
ratio of signal from -8.82dB to 7.71dB. They used a synthetic 
dataset with added noise. Medical signals such as ECG are of 
great importance, which shows in the number of papers that 
deal with their denoising. Once again, a convolutional neural 
network proves efficient with ECG signals in [2]. Seismic data 
is one of the representatives of noisy real-life data, and effective 
use of deep convolutional neural networks for denoising of 
synthetic seismic data can be seen in [3]. Using a convolutional 
network for denoising images with Gaussian noise is also 
proposed in [4]. There is not a single specific architecture for 
denoising convolutional networks that is superior, and a useful 
comparison of different kinds is given in [5]. However, one 
structure seems to be mentioned for multiple purposes, and it is 
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the encoder-decoder structure. The authors in [6] suggest the 
use of an autoencoder for medical image denoising, which 
served as an initial inspiration to use encoder-decoder networks 
for 1D signals. Application of the encoder-decoder structure on 
denoising micro seismic signals is shown in [7]. 

In this paper we have trained an encoder-decoder neural 
network to denoise a step response of an open-loop system. 
This particular structure seemed promising and in various 
papers was proven to perform well in denoising for different 
purposes. Its great advantage is that it does not have strict 
limitations on the results it can produce. There are however 
many things that have an effect on its performance, such as the 
architecture, hyperparameters, the dataset etc. In this paper we 
attempted to make a structure that is not complicated, but 
performs well, as well as to generate a dataset that is 
informative enough for our neural network. The reason that the 
step response signal was chosen is its importance in observing 
how industrial processes react to a change in reference value. 
Without diving into the details of which processes each system 
represents, we will define their behavior only by their open-
loop transfer functions.  

II. DATASET SYNTHESIS 
Collecting data for neural networks can be expensive and 

time-consuming. In order for our dataset to be as diverse as 
possible and simultaneously to represent many industrial 
processes, we used equation (1) as a general form for our open-
loop transfer function. [8]. 

 𝐺(𝑠) =
𝑒−𝜃𝑑𝑠(1−𝛼𝑠)

(𝑠+1)𝑛
                      (1) 

Parameter 𝜃𝑑 represents transport delay which is the amount 
of time that our system needs to react to a change in reference 
value. The measure 1/𝛼 represents the position of a zero in the 
right half-plane. The system in which 𝛼 is not equal to zero is 
called the non-minimum phase system and in its step response 
we can see an initial dip in value before a rise towards the 
reference value. An example is shown in Fig.1. Finally, the 
parameter 𝑛 refers to the order of the system which, in general, 
dictates the dynamic of the system. 
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Fig. 1.  Step response for a non-minimum phase system with parameters: 
 𝜃𝑑 = 5, 𝑛 = 3, 𝛼 = 1. 

 Convolutional neural networks are known for needing a 
large training set to perform well. These parameters can 
drastically change the output of the system which means that, 
in order to get a diverse dataset, we should try as many 
combinations as possible. We generated pure step responses for 
transfer functions which include parameter values given in 
Table I. Each signal has a duration of 25s and is sampled with 
a step size of 0.1s, making it 251 samples long. 

 
TABLE I 

TRANSFER FUNCTION PARAMETER VALUES 

 Minimum 
value 

Maximum 
value Step size 

𝜃𝑑 0 10 0.2 
𝛼 0 2 0.05 
n 1 8 1 

 
To every pure signal we generated, we added three types of 

noise. Given that real-life noise rarely fits into one specific 
probability density function, feeding different types of noise to 
our neural network seemed as a good way to have it generalize 
well after it is trained. The three types of noise added are 
Gaussian white noise, uniform noise and noise with Rayleigh 
distribution. All three types of noise have a standard deviation 
of 0.05. Probability density functions are given in equations (2), 
(3) and (4), respectively and shown in Fig.2. 

 

𝑝(𝑥) =
1

𝜎√2𝜋
𝑒−0.5(

𝑥

𝜎
)

2

;  𝜎 = 0.05                 (2) 
 

𝑝(𝑥) =  {
10/√3,   𝑥 ∈ {−0.05√3, 0.05√3}

0,   𝑥 ∉ {−0.05√3, 0.05√3}
                 (3) 

 

𝑝(𝑥) =  
𝑥

𝜎2 𝑒−𝑥2/(2𝜎2), 𝜎 = 0.05√
2

4−𝜋
                 (4) 

 
The expected value of the Rayleigh distribution given in 

equation (4) is a positive non-zero value, so to avoid having an 
offset in our noise we subtracted the expected value. 

 
Fig. 2.  Comparing three different noise probability density functions. 
 

Final dataset has 50184 samples and 25% percent of it is 
intended for testing, while the rest is used for training. The test 
set consists of all step responses for systems of order 4 and 5, 
while all other orders belong to the training set. This will allow 
us to test our network on system orders that it has not 
encountered during training.  

III. ARCHITECTURE AND TRAINING OF NEURAL NETWORK 
When the term ‘denoising’ is mentioned in the context of 

neural networks, the autoencoder neural networks are usually 
suggested as an appropriate architecture. The idea behind them 
is to have an encoder part of the network, whose role is to 
extract features from the given input, followed by the decoder 
part, which tries to recreate the input from the features. 
Autoencoder networks are a type of unsupervised learning, 
because the desired output is the same as the input, therefore 
the input/output pair is not explicitly given during training. 
These networks served as an inspiration for this paper and 
creating the encoder-decoder architecture. 

Encoder-decoder neural networks fall into the category of 
convolutional networks and the term ‘convolutional’ refers to 
the method of feature extraction. Let us consider that the input 
is a 2D matrix, such as a photograph. The dimensions of the 
photograph tend to be quite large and if we were to feed it to a 
regular fully-connected neural network, we would have too 
many trainable parameters. This would imply a huge amount of 
time to train and a lot of unnecessary computational resources. 
Also, each pixel itself might not carry as much information 
about the photograph as their relations do. So instead of treating 
individual pixels as separate entities, the idea behind 
convolutional neural networks is to have filters in the form of 
kernels (matrices with smaller dimensions) whose parameters 
are to be learned, which in convolution with the input would 
produce something more informational. Convolution is simply 
‘sliding’ the kernel across the photo and multiplying it with 

appropriate submatrix of the photo. This way, instead of trying 
to learn a million neurons, the network has to learn filters which 
would extract meaningful features. The general advantage of 
neural networks is that it is not necessary for us to have insight 
into exactly what these filters are and what features they 
extract, but only how well the output is decoded using those 
features.  
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Convolution can also be done with 1D inputs, such as 
various forms of signals. The principal of convolution stays the 
same and the kernel is now a vector instead of a matrix. As 
previously mentioned, the aim of this project is to use a 
convolutional encoder-decoder network to denoise a step 
response of an open-loop system.  

For this purpose we used python and the tensorflow library. 
It allows users to build a sequential neural network model by 
adding desired layers one-by-one.  

For the encoder part of the network, we followed a standard 
structure of convolutional networks which implies alternatively 
adding convolutional layers and pooling layers. Convolutional 
layers learn kernel parameters and produce a convolution of the 
input with the kernel. It is common practice to have kernels 
with small dimensions, so in every convolutional layer we used 
kernels of size 5 (vectors of length 5). Every convolutional 
layer we added is followed by a max-pooling layer, whose role 
is to cut down the dimensions. It takes subvectors (of the 
specified size) of the input and produces an output which is the 
maximum value of the subvector. If the size is properly defined, 
we get the effect of having less computation needed, without 
any crucial loss in information. 

The decoder part of the network has the inverse structure of 
the encoder part. Therefore, all convolutional layers are 
replaced with transposed convolutional layers. They perform 
deconvolution, which is an inverse operation to convolution. 
Opposite of max-pooling layers are upsampling layers. They 
once again make the dimensions larger by repeating the values 
of their input a specified amount of times. It is easy to notice 
that the output of the upsampling layers will not be exactly the 
same as the input of max-pooling layers. 

The final architecture we chose is the simplest one that 
performed well. Details of its structure are shown in Table II. 
and Fig. 3. 

TABLE II 
ARCHITECTURE OF NEURAL NETWORK 

 

Layer type Kernel 
size Output shape 

Convolutional 5 (1, 247, 128) 

Max-pooling 2 (1, 124, 128) 

Convolutional 5 (1, 120, 64) 

Max-pooling 2 (1, 60, 64) 

Transposed convolutional 5 (1, 64, 64) 

Upsampling 2 (1, 128, 64) 

Transposed convolution 5 (1, 132, 128) 

Upsampling 2 (1, 264, 128) 

Convolutional 5 (1, 264, 1) 

Cropping / (1, 251, 1) 

 

 The activation function for all layers is ReLU, except for the 
output layer whose activation function always depends on what 
the network is trying to predict. Since in our case we are doing 
regression, the adequate activation function is linear. The 
metric used to access the performance is mean-squared error, 
also suitable for regression.  

When training a neural network it is necessary to make sure 
not to overfit it to the training data. Overfitting is a term used 
to describe the behaviour of a network that performs very well 
on training data, but has problems with data that it has not 
encountered during training, i.e. it generalizes poorly. One 
method to prevent overfitting we already implicitly 
implemented by making a large training dataset. Having a 
diverse dataset with many samples decreases the chances of 
overfitting. We also added a kernel constraint with value 3 to 
every layer, which stops parameters from rising above the 
given value. Popular method to avoid overfitting is also adding 
dropout layers after convolutional layers. Their role is to 
remove certain neurons with a specified rate and have them not 
impact the output. Adding dropout layers did not make the 
network perform better, so they were left out. 20% of samples 
in the dataset were used for validation. Finally, the network was 
trained for 7 epochs in mini-batches of size 32. 
 

 
Fig. 3.  Neural network architecture 

 The optimizer used is Adam optimizer, which is a type of a 
stochastic gradient descent algorithm. It is known for keeping 
track of the first and second momentum to provide quicker and 
more stable convergence. Its primary hyperparameters are 
learning rate, β1 and β2. We used stochastic grid-search to find 
optimal hyperparameter values and they are: learning rate = 
0.0005, β1 = 0.9 and β2 = 0.99.  

IV. RESULTS 
The network was first tested on a generated test set 

mentioned in chapter II. Average mean-squared error (mse) on 
the entire test set and on separate noise types are shown in Table 
III. In Fig. 5 the average values and standard deviations of mse 
for each of the noises are shown. Gaussian noise has the highest 
error, however all three have values bellow 9e-5. One more 
metric to asses the denoising process is comparing the signal-
to-noise ratios (SNR) of signals before and after denoising. The 
average SNR for all types of noise was 53.5dB in the beginning. 
Signal-to-noise ratios after denoising are given in Table III. 
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TABLE III 
MEAN-SQUARED ERROR FOR DIFFERENT NOISE TYPES 

 MSE SNR (dB) 

Gaussian noise 8.84e-5 87.8 

Uniform noise 8.14e-5 88.6 

Rayleigh noise 7.21e-5 89.9 

Entire test set 8.06e-5 88.8 

 

 
Fig. 4.  Means and standard deviations of mean-squared errors for each noise 
 

In Fig 5A. there are three representative step responses: one 
for each of the three types of noises. Based on observing, the 
output of the network seems to follow the signal dynamic well. 
Judging by the mean-squared error and Fig. 5A, Gaussian noise 
is the most difficult to remove, while Rayleigh noise seems the 
easiest to remove.  

Next step was to test our network in a real-world 
environment to see how it handles a step response with noise 
which does not specifically match any distribution. The system 
we tested on was a handmade dryer that consists of a chamber 
on a metal surface and it has three platinum temperature sensors 
and one sensor which measures the airflow. The chamber is 1m 
long and has a heater of 400W and a ventilator on one side. 
Since airflow is not steady and turbulence occurs, the signal we 
captured is very noisy. In Fig 5B. there are three different 
original signals of airflow, as well as their denoised version. 
The results are satisfactory considering the amount of noise and 
the fact that the exact transfer function was not included in the 
training set. 
 
 

 

 
Fig. 5.  Step responses before and after denoising. A) synthetic data, B) airflow signal after neural network, C) airflow signal filtered with Butterworth filter

 
To compare our results with classical filtering methods, we 

give the same noisy inputs but filtered with a first order 
Butterworth filter with different normalized frequencies in Fig. 
5C. We see that in order to not compromise the dynamic of the 
signal, we have to settle for less noise removal. The neural 

network we trained gives better results in terms of removing 
noise, but still following the dynamic. The comparison we did 
gives us an insight into why using a neural network for 
denoising could be a justified option. Conventional filtering 
methods often have to make sacrifices in terms of degrading 
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some other signal characteristics. Even though the structure of 
the neural network is not necessarily simple for all purposes, it 
is very flexible, and if we feed it the right amount of input data 
to learn from, the results it yields can be satisfactory in many 
ways. 

V.  CONCLUSION 
The architecture of  neural network used in this paper shows 

great potential for signal denoising. The proposed general form 
of transfer function in equation (1) also proved to be enough for 
the network to be able to follow the step response dynamic 
well. The next step in improving performance and extending it 
to other signals can move in a couple of directions. Having a 
training set with more noise distributions would also help the 
network generalize even better. Next possible extension could 
be having step responses with added disturbances at different 
moments in time in our dataset, as well as creating open-loop 
transfer functions in a more generalized form. 
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Abstract— In this paper it is developed and described the 

control software for the temperature regulation of the extruder 

zones with the mutual influence of zones. Extruder zone 

temperature control realized using Siemens PID_Temp block 

FB1132. PID_Temp block does not take into account the 

interaction of zones. This effect can only be taken into account if 

all zones are adjusted at the same time. The temperature process 

of the extruder was identified with an emphasis on the mutual 

influence of the zones. After that, a simulation was performed in 

Matlab and Simulink, and the results were experimentally 

verified using Siemens' LSim_LIB_V3_0_0 library and in a real 

process.  

 

Index Terms— Extrusion, zone temperature identification, 

PID Temp controller, PID tuning.  

 

I. INTRODUCTION 

Extrusion [1, 8] of plastics and rubber is basically a 

continuous process. The starting raw material is usually in 

powder or granules, while in the case of rubber extruders it 

can also be in the form of a belt. The raw material moves from 

the basket under the action of gravity towards the feeder, and 

then enters the cylinder. A screw is placed in the cylinder, 

which transports the mass in advance under the action of the 

drive, the mass is further heated, homogenized and finally 

formed into the desired shape by passing through the tool. The 

machine in which this process takes place is called an 

extruder. Single-screw extruders have a huge application in 

polymer processing, they are simple constructions, have good 

technical performance, they are cheaper than multi-screw 

extruders. 

Extruder temperature control is a problem that occurs very 

often in the industry. The main goal of temperature control is 

to maintain the set temperature. The extruder [1] consists of 

three basic units: 

1. feed zone, 

2. melting (compression) zone, and 

3. pumping zone 

In Section II we analysis the mutual influence of zones in 
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terms of heat transfer from zone to zone on real extruder. 

Based on the recorded characteristics for zones 1, 2 and 3, a 

model of the mutual influence of the zones was made. Based 

on the zone influence model, the synthesis of the temperature 

controller was performed in Section III using the Siemens PID 

Temp controller and software was written in SCL for the 

simultaneous setting of the PID parameters of the zone 

controller. In chapter four, a check of the controller operation 

was performed using the Siemens simulation library 

LSim_LIB_V3_0_0. 

II. EXTRUDER ZONE TEMPERATURE IDENTIFICATION 

Figure 1 shows a diagram of a single-screw extruder [1] 

with nine zones. The basic parts of each extruder are hopper, 

barrel, screw and head with tool. Each zone of the extruder 

has its own heating heater, if necessary a cooling fan and a 

sensor that measures the current temperature value. In 

addition to measuring the temperature, the melting pressure is 

also measured at the place where the tool is located. Zones 1 

to 5 have heater and cooler, zones 6 to 9 have only heater, 

cooling is done by the influence of ambient temperature. 

It is noticed that zones 2, 3, ..., 8 are inner zones, and zones 

1 and 9 are outer zones, and therefore the character of heat 

dissipation is different. 

 
 
Fig. 1.  Diagram of a single-screw PVC extruder 

 

In determining the mutual influence of the zones, we started 

from the assumption that the control object in this case is the 

extruder cylinder is homogeneous and isotropic, which is 

correct because it is made of the same material. The influence 

of the heater and fan transmission function has not been 

considered. 

In the general case, the temperature field of the extruder 

cylinder is non-stationary and can be described by the 

Single Screw Extruder Temperature Control 

Using PLC and HMI in Cable Production 
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following equation [4, 8]: 

 

 ( , , , )T f x y z t  (1) 

 

When heating, the temperature at the measuring points 

changes over time (2), for isotropic materials, Fourier's law 

[8] of heat conduction applies (3), where Q is the amount of 

heat, S is the area, dQ/dS is the specific heat flux, and λ is the 

heat conduction coefficient: 

 0
T

t
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 dQ .)( dSdtT  (3) 

 

If we take into account that the temperature changes over 

time, which is the case, we get a partial differential equation 

of parabolic type: 
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For further simplification, it is assumed that the 

temperature at the measuring points is equal to the 

temperature of the entire section, the temperature of the 

section is considered to be the temperature of the extruder 

zone. In this way, we consider sections to be isothermal 

surfaces. For the of further simplification, we will consider 

that the temperature is transferred only along the x axis (x>>y, 

z in practice the ratio of length and diameter of the cylinder in 

PVC extruders is large) Fig. 2 and that it is a stationary 

temperature field. At the time of temperature measurement at 

the zone boundaries, we can consider it constant. 

If we now observe the part of the cylinder between the 

temperature measurement points of zone 1 (T1) and zone 2 

(T2) and consider that these temperatures are constants, and 

then the following applies to the temperature field Eqs. (4) 

and (5) reduces to (6) where a is thermal diffusion coefficient: 
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By integrating (7) and taking the boundary conditions 

T(0)=T1, T(L)=T2, where L is the distance from the 

temperature measurement point T1 to T2, we get that the 

temperature in x coordinates changes according to (8): 

 1 2

1( )
T T

T x T x
L


   (9) 

 

 

 
 
Fig. 2.  Extruder cylinder (barrel) in x, y, z coordinate system observed 

along the x axis 

 

When performing the above equation, we started from the 

assumption that T1>T2, that only zone 1 is heated, and zone 2 

is not. In order to determine the mutual influence of the zones, 

measured was applied on real Royle 4 1/2" extruder  during 

heating and cooling, heating of zone 1 was done first, where 

the temperatures in zones 1 and 2 were measured, zone 2 was 

not heated. The ambient temperature at which the experiment 

was performed is Ta=17°C. Fig. 3 shows the influence of zone 

1 on zone 2 as well as the temperature difference between 

zones 1 and 2. 

The extruder was then cooled to ambient temperature. Only 

zone 2 was heated and the characteristics of zone 2 were 

recorded. Then the extruder was cooled, and zones 1, 2 and 3 

were heated, and the temperature characteristics of zones 1, 2 

and 3 were recorded at the same time so that the mutual 

influence of zones could be considered. Fig. 5.a shows the 

characteristics of only zone 2 which is heated by itself and 

Fig. 5.b shows the characteristics of zones 1, 2 and 3 which 

are heated at the same time. The extruder is heated to a 

temperature of 100 ° C, which corresponds to a time of about 

25 min. Ambient temperature Ta=17°C. 

The Matlab software package was used to draw the 

temperature characteristics of the characteristic zones. 

 

 
 

Fig. 3.  Influence of Zone 1 to Zone 2 
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Fig. 4.  Characteristics of heated 

 

From Fig. 4 it is clearly seen that the heat transfer from zones 

1 and 3 directly affects the temperature of zone 2. In Fig. 5.b 

we notice that the temperature of zone 1 is slightly higher than 

the temperature of zone 3, the reason is that zone 1 is the outer 

zone , and its adjacent zone is the feeder zone whose mass is 

less than zone 4. Zone 4 is not heated, so part of the heat from 

zone 3 passed to it. 

In identifying and determining the process model, we 

started from the FOPDT model (9), which approximated the 

process, starting from the assumption that the transfer 

function of the object that controls astatism is zero. The 

parameters of the model are determined on the basis of the 

bounce response in the open coupling. The moment when the 

bounce trigger is brought is considered as the zero moment. 

Based on the recorded characteristics, the dead time  Tu, the 

time constant Tu and the gain K were determined using the 

Küpfmüller method [10], so the model of the heating process 

for all three zones is described by the transfer function: 

 

 ( )
1

usTob

ob

ob

k
G s e

sT





 (10) 

 

To determine the parameters Tu and Tob, a program was 

written in Matlab. Table gives the values first only for zone 2 

when only it is heated, and then for zones 1, 2 and 3 that are 

heated at the same time. 

 
TABLE I 

HEATING ZONE 2 ONLY, AND ZONE 1, 2, 3 

 

 

only zone 2 is 

heated 

zone 1, 2, 3 are heated at the 

same time 

 
zone 2 zone 1 zone 2 zone 3 

Tu[min] 5.5882 5.05769 4.214 5.117 

Tob[min] 21.098 16.654 16.214 17.153 

Kob 0.869 0.912 0.945 0.902 

 

Based on the measurements, it is clear that the times Tu and  

Tob for zone 2 are higher when only zone 2 is heated. It can 

also be seen that when zones 1, 2, 3 are heated, that zone 2 

reaches the temperature the fastest, where the impact of zone 

1 and zone 3 on zone 2 is observed. 

FOPDT models of zones 1, 2 and 3 were used for the initial 

analysis of the process. For further analysis, an attempt was 

made to determine the PT2 model based on the Streitz 

approximation through two points [3]. The PT2 process model 

is given in (11) where K are the gain of the object, and T2 are 

the time constants of the PT2 model. 
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If the analysis of the ratio Tob/Tu  from table I according to 

table II (Tob/Tu<9,65) is performed, it is concluded that it is 

impossible to determine the characteristics of the process 

described by the PT2 model according to Streitz's 

identification method [3]. After that, models were determined 

for all three zones based on the PTN model (12), where T is the 

process time constant, n is the order of the PTN model, Tob is 

the object gain taken from the FOPDT model [3]: 
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TABLE II 

RELATIONSHIP BEETWEN FOPTD AND PTN MODEL 
 

n 1 2 3 4 5 6 7 

Tob/Tu   9.65 4.59 3.13 2.44 2.03 1.75 

Tob/T 1 2.718 3.695 4.463 5.119 5.699 6.226 

Tu/T 0 0.282 0.805 1.425 2.1 2.811 3.549 

 

Based on that, a model of the third order process is made 

for all three zones. To calculate the time constant of the PTN 

model, a program was written in Matlab. The time constants T 

for the sweater zones are given in Table III. 

 
TABLE III 

VALUE OF THE TIME CONSTANT OF THE PTN MODEL 

 

 

only zone 2 is 

heated 

zone 1,2,3 are heated at the same 

time 

 

zone 2 (n=3) 

zone 1 

(n=3) 

zone 2 

(n=3) 

zone 3 

(n=3) 

T [min] 5.710 4.507 4.3887 4.643 

 

Figure 5a shows the temperature difference 2 1 2 3,z z z zT T T T   

and Fig. 5b analyzes the influence of zone 1 on zone 2 

according to the equation  2 1 2/z z zT T T  and the influence of 

zone 3 on zone 2 according to the equation  2 3 2/z z zT T T . 

The mutual influence of the zones during the simultaneous 

heating of zones 1, 2 and 3 is the greatest during the transition 

process when it moves up to 8%, after that it decreases and 

moves in up to 4% Fig. 5. 
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Fig. 5a. 

 
Fig. 5b. 

Fig. 5.  Influence of zones Z1 and Z3 on zone Z2 

 

It is noticed that the temperature difference between zone 2 

and zone 3 is greater than between zone 2 and zone 1, the 

reason is that zone 1 is an external zone, and adjacent to zone 

3 is zone 4 which is not heated, so part of the heat is removed 

from zone 3 to zone 4. Fig. 6 shows a model of the mutual 

influence of zones. 

The equation (13) [9, 10] applies to the simulation model of 

the impact of zones 1 and 3 on zone 2: 

 

  2 2 2 12 1 32 3( )z obz z z z zT s G u k T k T    (13) 

 

In general, applies equation (14), where (i = 1,…,n) is denoted 

by observed zone: 

 

  2 ( 1) ( 1) ( 1) ( 1)( )zi obzi z i i z i z i i z iT s G u k T k T       (14) 

 

When it is taken into account that zone 2 affects zones 1 

and 3, can applies equation (15) [9,10] where the coefficient 

2 2z zK  takes into account that part of the energy of zone 2 is 

spent on heating zones 1 and 3. 

 

  2 2 2 12 1 32 3 2 3 2( )z obz z z z z z zT s G u k T k T k T     (15) 

 

When simulating the mutual influence of zone heating, all 

zones are identified separately. This means that it is necessary 

to heat only the observed zone, make its model, cool it and its 

neighboring zones. Repeat the procedure for all zones 

observed. In this way, the coefficient 22zK  can be determined 

by comparing the influences when the heated zones are 

individually and all at once, so model (14) is applied for the 

simulation. 

 
 

Fig. 6.  Model of mutual influence of zones 

III. SYNTHESIS TEMPERATURE CONTROLLER 

Zone temperature controler is realized using a Siemens 

PID_Temp block FB1132 [10] with anti windup function and 

adjustable weight coefficients for proportional and integral 

action which is a continuous PID controller designed for 

heating and cooling applications, where y is output of PID 

controller, pK  proportional gain, b weight coefficient of 

proportional action, w set value, x measured value, iT  time 

constant of integral action, dT  time constant of differential 

action, and time delay differential action, c weighting 

coefficient of differential action. 
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 (16) 

 

The PIDT controller (Siemens PID temperature controller 

block)  (16) is integrated within the PID_Temp block [10]. 

The configuration and algorithm for setting the parameters of 

the PID_Temp block parameters is performed using the TIA 

Portal, where one instance is created for each control loop. 

For zone i, InstPIDTemp(i) is assigned a data block 

specifically DB(i) within which all settings for that instance 

are stored. Instances are called from the OB30 block (cyclic 

interupt) Fig. 7 whose call time is set to 0.1s. 

The PID_Temp block has two setup algorithms: pretuning 

and Fine Tune. For both tuning algorithms from TIA Portal 

software Siemens does not give a closer explanation of which 

criterion it uses to obtain parameters. Specifies only the 

necessary conditions for executing tuning algorithms. 
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Fig. 7.  Calling InstPIDTemp1 from OB30 block for zone 1 

 

The disadvantage of individual adjustment of zones [11, 

14] is reflected in the fact that the mutual influence of zones 

through thermal coupling is not fully taken into account. For 

this reason, software has been developed to simultaneously 

enable the setting of all zones from the HMI panel.  

Before switching on the pre-tuning, the temperatures of the 

operating points of all zones are set, which must be higher 

than the current temperature, it is best to start from the 

ambient temperature. The inactive PID mode is selected for 

all zones. When performing pre-tuning, the heating pre-tuning 

is performed first, the cooling of the zones is temporarily 

switched off so that one of the zones does not adjust the 

heating parameters and its adjacent zones have completed the 

adjustment and switched to cooling mode. This creates a false 

temperature coupling. When the setting of the heating 

parameters is completed, the setting of the cooling parameters 

for all zones is switched on. 

IV. EXPERIMENTAL RESULTS 

Experimental results were obtained using Royle 4_1/2" 

extruder for PVC insulation and Siemens library 

LSim_LIB_V3_0_0 [15], Siemens PLC type S7 1500 

3PN/DP, HMI 1500 Comfort series. The simulation of the 

interaction of zones 1, 2 and 3 was implemented in the 

software using the model of the interaction of zones by (14), 

Fig. 8. 

The zone transfer functions are simulated by the Siemens 

function to simulate the third-order process LSIM_PT3. 

Simulation software was written in SCL. Part of the Zone 2 

simulation software is shown in Fig. 8. 

The transfer function (12) was realized using the 

LSim_PT3 block. At the input of the block Block_Zone2 are 

the control signals from the PID block (InstPidTemp2) of 

zone 2 and the coefficients of mutual influence of the zones. 

In the function block Block_Zone2, a program is written that 

realizes the equation of influence of zone 1, 3 on zone 2 (13). 

The value thus obtained is fed to the input of the block 

LSim_PT3_Zone 2, at the output of which the value for the 

temperature of zone 2 is obtained. 

In the theoretical part, only heating is considered, and here 

the results for heating and cooling are given, Table IV. The 

simulation program is called from the OB30 object block with 

a selection period of 0.1 s. In Fig. 9 shows the response ratio 

of the calculated PID controller according to the PT3 model 

and the controller obtained using the PLC simulation library 

for zone 1. The time to reach the desired temperature of the 

extruder zones is completely satisfactory. given the mass of 

the extruder cylinder. 

 

 

 
Fig. 8.  Part of software for simulation of zone 2 
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Fig. 9.  Response characteristics of the calculated PID controller for PT3 

model and PIDT1 for Zone1 obtained by simulation using a PLC controller 

and a simulation library 

 
TABLE IV 

PID HEATING AND COOLING PARAMETERS OBTAINED USING SIMULATION ON 

PLC 

 

 
Fig. 10.  Response characteristics zones 1, 2, 3 using simulation library 

 

Figure 10 shows the real characteristics obtained by drawing 

in Matlab, based on the data collected by recording the 

temperatures of all three zones by entering in the DB block of 

the PLC during the simulation using the PT3 SIM library. 

V. CONCLUSION 

This paper presents zone temperature controler of extruder 

zones with special reference to the mutual influence of 

extruder zones. A model of mutual influence of zones is 

given, a simulation is done in TIA Portal. 

It has been shown that the mutual influence of the zones 

during the simultaneous heating of the zones is greatest during 

the transition process when it moves up to 8%, after that it 

decreases and moves up to 4%. 

The paper develops software for simultaneous adjustment 

of parameters of all extruder zones, as well as for adjustment 

of individual zones. The big advantage is that the software 

enables the adjustment of extruder zones from the HMI panel 

and not only from the TIA Portal software package. 
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PID heating parameters 

 

Zone 1 Zone 2 Zone 3 

Kr 2.2338 2.1643 2.2562 

Ti 816.98 756.866 875.896 

Td 163.5282 158.118 167.8306 

a 0.1 0.1 0.1 

b 0.8 0.8 0.8 

c 0 0 0 

 

PID cooling parameters 

 

Zone 1 Zone 2 Zone 3 

Kr 5.7454 5.7056 5.7557 

Ti 317.126 273.652 359.381 

Td 118.5414 114.6287 122.3443 

a 0.1 0.1 0.1 

b 0.8 0.8 0.8 

c 0 0 0 
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Apstrakt— U radu je opisano daljinsko upravljanje pumpama 

za dopremanje vode za potrebe proizvodnog procesa upotrebom 

Siemens Logo PLC kontrolera i odgovarajućih GSM modula. 

Radi povećanja pouzdanosti rada sistema komunkacija se 

obavlja dvojako upotrebom SMS poruka i žičane veze. 

Projektovan je i realizovan softver i hardver za obe vrste 

komunikacije, kao i softver za HMI panel kojim se vrši 

upravljanje i nadzor rada celog postrojenja. 

 

Ključne reči— Logo PLC, CMR modul, SMS, sekvencijalno 

upravljanje 

  

I. UVOD 

U sistemima za upravljanje na daljinu tradicionalno se 

koristila prosta žičana veza. Osnovni nedostatak takvih 

sistema javlja se u slučaju prekida kabla u komandnom kolu. 

U tom slučaju se u potpunosti gube informacije o sistemu 

upravljanja na udaljenoj lokaciji. U novije vreme žičana veza 

se menja  radio vezom, čime je pouzdanost takvog sistema 

značajno povećana. Sa razvojem mobilne telefonije i interneta 

ostvarena je mogućnost  upravljana na daljinu sa velikom 

pouzdanošću.   

Zbog potrebe povećanja pouzdanosti sistema u radu razvijen 

je upravljački softver i hardver za upravljanje nivoom vode u 

bazenima upotrebom SMS poruka. Pogodnim algortimom 

sekvencijalnog upravljanja ostvareno je upravljanje pumpama 

i nivoom vode u rezervoaru. 

U slučaju otkaza mobilne mreže softver omogućava 

automatski prelaz na žičanu vezu i obrnuto. Postojeću žičanu 

vezu operater može uključiti ručno u svakom trenutku.  

II. APLIKACIJA-OPIS HARDVERSKOG I SOFTVERSKOG REŠENJA 

Na Sl.1. je dat šematski prikaz lokacije postrojenja, ureĎaja i 

opreme. Postrojenje je smešteno na dve udaljene lokacije. 

Glavni upravljački centar se nalazi u fabrici, a vodozahvat se 

nalazi na oko 2 km od fabrike. Lokacija  bazena je nazvana: 

"Lokacija 2", a lokacija vodozahvata sa pumpnim 

postrojenjem  nazvana je: "Lokacija 1". 

U radu će se nadalje koristiti ovi nazivi. Sistem se sastoji od 

glavnog upravljačkog centra gde su ujedno nalaze bazeni sa 

sistemom za merenje nivoa vode i udaljenog pumpnog 

postrojenja u kome su instalirani frekvencijski regulatori 

kojima se obavlja pokretanje pumpi i regulacija pritiska u 
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cevovodu i sistem za zaštitu od prevelikog pritiska na 

cevovodu.  

 

 
Sl.1. Šematski prikaz procesa daljinskog upravljanja pumpnim postrojenjem 

 

Kašnjenje upravljačkih signala nije od velikog značaja jer su 

bazeni za vodu velikog kapaciteta. Na obe lokacije se nalaze 

po jedan PLC kontroler serije LOGO sa komunikacionim 

modulima tip CMR2020 [2]. 

Na Sl.2 prikazana je topologija GSM mreže preko koje se 

obavlja komunikacija SMS porukama.  

 

 
Sl.2. Topologija mobilne mreže, komunikacija SMS porukama 

 

 CMR modul za GSM/GPRS komunikaciju ima široku 

vrstu primena. Neki od mogućih  slučajeva upotrebe su 

sledeći: 

 

1. Mobilna bežična komunikacija bez LOGO PLC kontrolera, 

2. Mobilna bežična komunikacija sa LOGO PLC kontrolerom, 

3. OdreĎivanje  položaja (GPS). 

 

U svaki CMR modul instalirane su SIM kartice i podešeni 

potrebni parametri dobijeni od strane mrežnog operatera. 

Svaki CMR modul povezan  je na LOGO PLC [1]. LOGO 

PLC je sa CMR modulom povezan pomoću lokalne Ethernet 

mreže. CMR modul koristi omnidirekcionu antenu za mreže 

tipa GSM (2G), UMTS (3G) i LTE (4G) [2]. Time je 

omogućeno slanje i primanje SMS poruka povezanih sa 

dogaĎajima koji su programirani u LOGO PLC kontroleru, i 

pokretanje akcija i slanje informacija o statusu pomoću SMS 

poruka. 

Podešavanje CMR modula obavlja se pomoću internet 

pretraživača unošenjem default adrese. Nakon inicijalnog 

podešavanja adrese su promenjene. 

Upravljanje nivoom vode i pumpama 

upotrebom SMS poruka  
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Podešavanje CMR modula se sastoji iz sledećih koraka: 

 

1.Podešavanje parametara mobilne i lokalne Ethernet  mreže. 

2.Podešavanje parametara za SMS poruke. 

3.Podešavanje korisnika i grupa korisnika. 

4.Podešavanje poruka, akcija, definisanje ulaza, izlaza,   

 dogaĎaja, alarmnih i poruka greške. 

5.Definisanje poruka i akcija slanja i prijema poruka. 

 

Na Sl.3  prikazan je glavni konfiguracioni ekran CMR 

modula. Svakom od modula dodeljena su imena i lokalne 

Ethernet  adrese. Podešavanje mobilne mreže obavljeno je 

unosom PIN koda SIM kartice, broja kartice i aktivacijom 

interfejsa za komunikaciju preko  mobilne mreže. TakoĎe 

moguća je komunikacija i sa ureĎajima koji su u drugoj zemlji 

uključenjem Roming opcije. 

 

 
 
Sl.3. Glavni konfiguracisjki ekran CMR modula 

 

Primer sintakse SMS poruka dat je ispod u formi: 

 

<Password>;LOGO=VM<Address>,<Value>,<Data type>. 

  

Password predstavlja lozinku za komande tipa write "pisanje", 

čime je ostvarena dodatna zaštita od neovlašćenog slanja 

poruka. 

 

LOGO=VM<Address> predstavlja lokalnu adresu u memoriji 

LOGO PLC , <Value> predstavlja vrednost koja se šalje ili 

prima,  Data type je tip podatka koji se šalje ili prima. 

 

SMS poruka komande upisa u LOGO PLC  na adresu 

memorjske lokacije VM0 data je u formi: 

SMSupis;LOGO=VM0,50,WORD. 

Izvršavanjem ove komande u registar VM0 LOGO PLC 

kontrolera upisuje se vrednost 50. 

 

Podešavanje korisnika i grupa korisnika obavljeno je unosom 

imena korisnika, lozinke, broja telefona korisnika i dozvolom 

za čitanje i slanje SMS poruka prema CMR modulu. 

Napravljene su dve grupa korisnika, prva dobija samo  poruke 

o alarmima, a druga grupa pored alarmnih poruka ima  

dodeljene privilegije isključenja ili uključenja delova 

postrojenja u normalnom radu ili interventno. 

 

Podešavanje poruka i akcija na dogaĎaje uraĎeno je dodelom 

ID broja poruke, imenom poruke i akcije kojom se šalje 

odreĎena poruka. 

Ako je nivo u bazenu nizak šalje se poruka čija je sintaksa: 

 

SMSupis;LOGO=VM0,10,WORD. 

Za slučaj greške komunikacije  korisnicima se šalje poruka: 

 

Text: ! 'Error: Stanica na Lokaciji 1 nedostupna.'. 

 

Ako je detektovana greška nivoa šalje se poruka : 

Text: ! 'Error: Signal nivoa nije u redu. Senzor ili kabl je 

neispravan.' 

 

Lokalne Ethernet  adrese ureĎaja su redom: 

 

1. PLC LOGO 8.2 Lokacija 2 bazen 192.168.0.103, 

2. CMR modul 192.168.0.21, 

3. PLC LOGO 8.2 Lokacija 1 vodozahvat 192.168.0.104, 

4. CMR modul 192.168.0.11, 

5. Touch HMI Panel KTP400 192.168.0.232 

 

Na ovaj način omogućen je pristup mreži sa bilo koje od dve 

lokacije upotrebom mrežnih rutera. 

 

Na lokaciji 2 upotrebom senzora za detekciju nivoa vrši se 

detekcija  nivoa u više tačaka. Od interesa je minimalni i 

maksimalni nivo.  

Kada nivo vode u tankovima padne ispod minimalne 

vrednosti vrši se uključenje pumpi za dopremanje vode. 

Isključenje pumpi vrši se u dva slučaja:  

 1. radni uslov isključenja, kad je dostignut željeni nivo 

 vode u tankovima, 

 2.  havarijsko isključenje, koje se obavlja ako se pritisak u  

   cevovodu poveća iznad odreĎene vrednosti. 

 

 

Sl.5. Deo algoritma rada udaljenog postrojenja upotrebom SMS 

poruka(lokacija 1) 
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Sl.5. Deo algoritma rada postrojenja upotrebom SMS poruka pri indikaciji 

minimalnog nivoa  (lokacija 2) 

 

Pored automatskog rada, postrojenje može da radi i u ručnom 

režimu, kada se uključenje ili isključenje obavlja pomoću 

HMI panela i relejnom komandom ili SMS porukama koje 

šalju operateri koji za to imaju definisane privilegije. 

Postrojenje može da radi i upotrebom "stare" žičane veze, pod 

uslovom da je SMS komunikacija isključena.  

 

Neki od ulaza, izlaza koji se koriste na LOGO PLC na lokaciji 

2 su redom: 

 

1. I1 minimalni nivo, 

2. I2 nivo 2, 

3. I3 nivo 3, 

4. I4 maksimalni nivo, 

5. I5 izbor rada ručno ili automatski, 

6. I6 izbor SMS ili žičana veza, 

7. I7 greška komunikacije, 

8. Q1 signal greške komunikacije, 

9. Q2 signal indikacije greške usled prevelikog pritiska  

 

Neki od ulaza, izlaza koji se koriste na LOGO PLC na lokaciji 

1 su redom: 

 

1. I2 dozvola rada, 

2. I4 senzor pritiska (presostat), 

3. Q1 uključenje isključenje pumpe. 

 

Na Sl.4. prikazan je deo upravljačkog algoritma za uključenje, 

isključenje pumpi u udaljenom postrojenju. U slučaju 

povećanja pritiska u cevovodu senzor pritiska (presostat) 

isključuje pumpe. 

 

Na Sl.5. prikazan je deo upravljačkog  algoritama postrojenja 

kada je nivo niži od minimalnog. U slučaju da se pojavi 

greška ili prekid u komunikcionom protokolu koji se trenutno 

koristi  automatski se izvrši prelaz sa trenutnog na žičani tip 

komunikacije (žičanu vezu). Ako je trenutno aktivna SMS, 

prebacivanje se obavlja na žičanu vezu. 

Softver za komunikaciju SMS porukama napisan je 

upotrebom Simensovog LOGO!Soft Comfort V8.2   alata  za 

programiranje LOGO PLC kontrolera. 

 

Na Sl.6 dat je deo softvera koji se odnosi na slanje poruka za 

uključenje i isključenje pumpi u udaljenom pumpnom 

postrojenju (lokacija 1), kao i dela za prijem i obradu poruka  

koje šalje udaljeno postrojenje. 

 

Kada nivo vode padne ispod minimalnog nivoa sa lokacije 2 

šalje se prva SMS poruka. U slučaju fluktuacije nivoa usled 

talasanja vode a koja može uticati na sondu za signal 

minimalnog nivoa, signal aktivacije slanja poruke se filtrira 

upotrebom tajmera sa kašnjenjem od 10s instrukcije za 

detekciju rastuće ivice. ObezbeĎeno da se svaki zahtev za 

slanje izvrši  jedanput. Nakon slanja poruke aktivira se tajmer 

kojim je definisano maksimalno vreme potrebno da udaljeno 

pumpno postrojenje kojom je poslata poruka odgovori (60 s). 

Ovo vreme eksperimentalno je definisano  tako da ne utiče na 

regulaciju nivoa. Ako vreme za odgovor istekne ista poruka se 

šalje i drugi put. Ukoliko odgovor sa udaljene lokacije 1 i u 

tom slučaju ne  stigne, automatski se šalje poruka lokacija 1 je 

neaktivna. Poruka greške se ispisuje na HMI panel i šalje 

SMS poruka na brojeve koji su konfigurisani u CMR modulu. 

Komunikacija se automatski prebacuje na žičanu vezu. U 

režimu ručnog rada operater nadgleda rad postrojenja 

upotrebom HMI panela i odlučuje kada će da uključi ili 

isključi pumpe.  
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Sl.6. Deo softvera za slanje i prijem  poruka za uključenje,  isključenje i indikacju rada pumpi pumpnog postrojenja 

 

 

Deo softvera koji se koristi za uključenje isključenje pumpi na 

udaljenoj lokaciji 1 dat je na Sl.7. Poruka koja je primljena se 

poredi komparatorima B006 i B002. U koliko je primljena 

poruka koja se nalazi u registru VM0=10 na Logo PLC 

kontroleru  se uključuje izlaz Q1 koji aktivira frekvencijski 

regulator za kontrolu rada pumpi. Odmah po prijemu vrši se 

slanje SMS poruke sa vrednosti '11' prema lokaciji 2 koji nosi 

informaciju da su  pumpe startovane.  

 

 

Ukoliko je primljena poruka VM0=20 izlaz Q1 se isključuje 

čime se rad  frekfentnog regulatora a samim tim i pumpi 

stopira. Po prijemu te poruke prema lokaciji 2 šalje se poruka 

sa vrednošću '22' pumpa isključena. Ukoliko se iz nekog 

razloga pritisak na cevovodu poveća senzor pritiska 

(presostat) detetektuje nedozvoljenu vrednost pritiska, obavlja 

se havarijsko isključenje frekvencijskog regulatora  pumpi. 

Prema lokaciji 2 šalje se poruka sa vrednošću '13', uključuje 

se alarm sa informacijom da je izvršeno havarisjko isključenje 

pumpi, pritisak povećan pumpe isključene. TakoĎe se šalje i 

SMS poruka operateru koji dalje preduzima potrebne mere. 

 

 

Sl.7. Deo softvera za uključenje isključenje pumpi u udaljenom pumpnom 

postrojenju 

 

III. REALIZACIJA UPRAVLJAČKE APLIKACIJE ZA UPRAVLJANJE 

NIVOOM VODE U REZERVOARU 

 Sekvencijalno upravljanje nivoom vode u bazenu na 

lokaciji 2 obavljeno je izradom dva upravljačka ormana za 

prenos poruka upotrebom SMS poruka i ormana sa relejnom 

logikom, kao i ormanom sa frekfentnim regulatorom koji 

upravlja radom pumpi.   
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Na Sl.8 prikazan je upravljački orman na lokacijama 1 i 2 . 

 

         
 
Sl.8. Upravljački ormani za upravljanje nivoom vode  

 

U svakom od njih je postavljen po jedan LOGO PLC sa 

komunikacionim CMR modulom i S7 1200 PLC kontrolerom 

koji upravlja radom postrojenja pomoću zičane veze. 

Na Sl.9 prikazan je HMI panel za nadzor postrojenja. 

 

 
 
Sl.9. Prikaz HMI panela pri SMS komunikaciji 

IV. ZAKLJUČAK 

Za realizaciju ovakve vrste upravljačkih zadataka godinama se 

koristila samo žičana veza i prosta relejna logika. Izrade 

žičane veze za velike udaljenosti obično se realizuje u 

momentu izrade cevovoda, kada se paraleleno sa cevima 

polažu komunikacioni i napojni kablovi do udaljenje lokacije. 

U slučaju otkaza, oštećenja komuniakcionih veza potrebno je 

ponovo otkopati deo trase kako bi se otkrio prekid u 

komunikaciji, što iziskuje značajna sredstva. U novije vreme 

sve češće se koristi komunikacija SMS porukama upotrebom 

mreže mobilne telefonije. U radu je pored softvera i hardvera   

razvijenog za komunikaciju SMS porukama razvijen i deo 

softvera i hardver za komunikaciju preko žičane veze. Time je 

mogućnost otkaza sistema smanjena.  
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ABSTRACT 

The paper describes the remote control of water supply pumps for 

the needs of the production process using Siemens Logo PLC 

controllers and appropriate GSM modules. In order to increase the 

reliability of the system, communication is performed in two ways 

using SMS messages and wired connection. Software and hardware 

for both types of communication were designed and implemented, as 

well as software for the HMI panel which manages and supervises 

the operation of the entire plant. 

Water level and pump control using SMS messages 

Igor Kocić, Zoran Jovanović
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Abstract—The problem of data clustering is still in development 

and various approaches to solving it are being proposed, all of 

which have different success rates. One of the nonparametric 

clustering methods is subtractive clustering. The success of this 

algorithm largely depends on tuning its parameters. In this paper 

we give a theoretical analysis of different suggestions for choosing 

their values. Based on probability theory, we examined the impact 

of dimensionality and number of samples on the clustering radius. 

By conducting a controlled experiment with known sample 

distributions, the performance of this algorithm with suggested 

parameters is tested, as well as its robustness. 

 
Index Terms—subtractive clustering, parameters tuning, 

classification, data processing 

 

I. INTRODUCTION 
For a large number of classification problems we do not have 

adequate a priori knowledge and therefore we are not able to 
generate an appropriate training set. Starting with Charles 
Darwin and his systematization of animals and plants into 
genera, species, families etc. up until the development of 
systems based on various forms of artificial intelligence, the 
man has attempted to improve clustering techniques. 

Nonparametric clustering methods do not consider 
optimization criteria or data distributions. They are based on 
implementing different ways to locate ‘valleys’ or ‘hills’ in the 

probability density function of the data as a natural border 
between different classes.  

In 1992. Yager and Filev suggested mountain clustering as 
one of the techniques [1]. The method is based on dividing the 
entire data space into a dense grid of small hypercubes whose 
vertices are potentially cluster centers. The potential i.e., the 
mountain function is then calculated for each vertex as a 
measure of sample density in its surrounding. Clearly the 
potential for the vertex to be a cluster center increases with the 
number of samples surrounding it. The core idea of this method 
is the following: after finding the first cluster center, potentials 
of all vertices are reduced inversely proportional to the distance 
from the vertex to the cluster center. For vertices closer to the 
center, the potential reduces more. The next cluster center is 
chosen as the vertex with the highest potential (after reduction). 
This method of finding cluster centers repeats until the potential 
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in all vertices falls beneath a certain threshold. 
Even though it was imagined as a very simple method, its 

numerical complexity grows exponentially with sample 
dimensionality due to a large number of hypercubes in the grid. 
In 1994. Chiu suggested a modification of this algorithm called 
subtractive clustering [2]. 

II. THEORETICAL ANALYSIS 

A. Algorithm 

The idea of subtractive clustering is that every sample in the 
dataset can be a cluster center. Due to this starting assumption 
of considering only given samples as cluster centers, the 
complexity of this algorithm is practically linear. 

Samples are assigned a certain density based on which the 
cluster centers are found during the iterative procedure. Aside 
from considering a smaller dataset than mountain clustering, 
calculating the density function implies the squared distance 
between samples, so there is no need for determining the square 
root. 

Based on the description given in [2], the algorithm is 
comprised of a few steps: 

Step 0: For each of 𝑁 samples we calculate the value of the 
initial density 𝐷𝑖

1 according to equation (1), 

 𝐷𝑖
1 = ∑ 𝑒

− 
‖𝑋𝑖−𝑋𝑗‖

2

(𝑟𝑎 2⁄ )2 

𝑁

𝑗=1

, 𝑖 = 1, 𝑁̅̅ ̅̅ ̅ (1) 

where 𝑟𝑎 is a positive constant called the clustering radius. 
Step 1: Based on initial density values we determine the first 

cluster center 𝑋𝑐
1: 

 𝑋𝑐
1 = arg{max

𝑖=1,𝑁̅̅ ̅̅ ̅
𝐷𝑖

1} (2) 

Step 3: Having found the first cluster center, we start the 
iterative procedure of finding other cluster centers. Since the 
first center is already found, let the iteration counter start at  
𝑘 = 1. 

Step 4: We increment the counter to 𝑘 = 𝑘 + 1 and eliminate 
the influence of samples near the previously found center by 
modifying their density function: 

 
𝐷𝑖

𝑘 = 𝐷𝑖
𝑘−1 − 𝐷𝑐

𝑘−1𝑒
− 

‖𝑋𝑖−𝑋𝑐
𝑘−1‖

2

(𝑟𝑏 2⁄ )2 , 𝑖 = 1, 𝑁̅̅ ̅̅ ̅ (3) 
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𝐷𝑖
𝑘  is the new density function value, and 𝐷𝑖

𝑘−1 is the previous 
one. 𝐷𝑐

𝑘−1 is the maximum density from the previous iteration, 
and 𝑋𝑐

𝑘−1 is the cluster center found also in the previous 
iteration. Parameter 𝑟𝑏 represents a new clustering radius. 

Step 5: Based on the newly modified values of density 
functions we choose a kth cluster center 𝑋𝑐

𝑘: 

 𝑋𝑐
𝑘 = arg{max

𝑖=1,𝑁̅̅ ̅̅ ̅
𝐷𝑖

𝑘} (4) 

Step 6: We check whether 𝐷𝑐
𝑘  i.e., the density of samples in 

radius 𝑟𝑏 of kth cluster center satisfies: 

 𝐷𝑐
𝑘 ≤ 𝛿𝐷𝑐

1 (5) 

If the given condition is not satisfied, we go back to step 4, and 
if it is, the algorithm ends. Parameter 𝛿 is a positive value 
smaller than 1 and it is called the clustering threshold. 

B. Parameter tuning 

The success of clustering largely depends on choosing the 
values for 𝑟𝑎 , 𝑟𝑏 and 𝛿. Clustering radiuses 𝑟𝑎 and 𝑟𝑏 should in 
some way incorporate the information on how samples are 
scattered around cluster centers. 

A great number of scientists and engineers have put their 
knowledge and experience into determining clear and straight-
forward recommendations for choosing the values of 
parameters involved in clustering. Unfortunately, most of them 
so far have turned out to be inefficient and inapplicable in most 
cases. In [3] it is suggested and in [4] analyzed that the 
parameter 𝑟𝑎 should be chosen according to: 

 𝑟𝑎 = {
1

4
[max{‖𝑋𝑖 − 𝑋𝑗‖} + min{‖𝑋𝑘 − 𝑋𝑙‖}]}

𝛽

 (6) 

where 𝑖, 𝑗, 𝑘, 𝑙 = 1, 𝑁̅̅ ̅̅ ̅, and 𝑁 the total number of samples 
available. Parameter 𝛽 should serve as amortization for 
extreme values of maxima which come from potential outliers 
[3]. 
 We will perform an analysis on how the theoretical 
probability density function (pdf) of 𝑟𝑎 changes according to 𝑁 
and dimensionality 𝑛. First, we consider a one-dimensional 
case (𝑛 = 1). Let samples from all clusters have a Gaussian 
joined probability density function 𝒩(𝑚, 𝜎2). For the sake of 
simplicity, we will consider the minimum value to be 
neglectable in respect to the maximum value, as well as the 
parameter 𝛽 = 1. Samples 𝑋𝑖 and 𝑋𝑗 then become independent 
identically distributed random variables, and parameter 𝑟𝑎 
becomes a random variable 𝑅𝑎 for which the following holds: 

  𝑅𝑎 = max{|𝑋 − 𝑌|} (7) 

Random variable 𝑍 = 𝑋 − 𝑌 will then also have a Gaussian 
pdf with parameters 𝒩(0,2𝜎2), as it is a subtraction of two 
Gaussian variables.  The absolute value of this variable 𝑈 = |𝑍| 
will have a cumulative distribution function (cdf): 

𝐹𝑈(𝑢) = 𝑃(𝑈 ≤ 𝑢) = 𝑃(|𝑍| ≤ 𝑢) = 𝑃(−𝑢 ≤ 𝑍 ≤ 𝑢)𝑢𝐻(𝑢) (8) 

i.e. the following will hold: 

 𝐹𝑈(𝑢) = (2𝐹𝑍(𝑢) − 1)𝑢𝐻(𝑢) (9) 

where 𝑢𝐻(𝑢) represents a Heaviside unit step function. 
Now we can easily obtain the probability density function of 

the random variable 𝑈: 

 𝑓𝑈(𝑢) = 2𝑓𝑍(𝑢)𝑢𝐻(𝑢) (10) 

If the total number of samples in our dataset is 𝑁, then there are 
𝑁𝑈 = (

𝑁
2

) =
𝑁(𝑁−1)

2
 values which can be calculated as  

𝑈 = |𝑋 − 𝑌| and let these values be 𝑈1, … , 𝑈𝑁𝑈
. Let us form an 

array 𝑈(1), … , 𝑈(𝑁𝑈), whose elements are variables 𝑈1, … , 𝑈𝑁𝑈
 

in a non-declining order. 𝑈(1) is the minimum, and 𝑈(𝑁𝑈) the 
maximum calculated value. If we want to determine the cdf 
𝐹𝑈(𝑘)

(𝑢) for 𝑈(𝑘), we will notice that the event of {𝑈(𝑘) ≤ 𝑢} 
occurs if and only if the kth value is not bigger than 𝑢, meaning 
that at least 𝑘 of 𝑁𝑈 random variables 𝑈1, … , 𝑈𝑁𝑈

 have a value 
less than or equal to 𝑢. Imagine we have 𝑁𝑈 Bernoullie's 
experiments, with every experiment testing whether the event 
{𝑈(𝑘) ≤ 𝑢} (success) occured or not [5]. The probability of 
success is equal to 𝑃(𝑈(𝑘) ≤ 𝑢) = 𝐹𝑈(𝑢), and the probability 
of at least 𝑘 successes occuring in 𝑁𝑈 experiments is: 

𝐹𝑈(𝑘)
(𝑢) = 𝑃(𝑈(𝑘) ≤ 𝑢) = ∑ (

𝑁𝑈

𝑖
)

𝑁𝑈

𝑖=𝑘

𝐹𝑈
𝑖 (𝑢)(1 − 𝐹𝑈(𝑢))𝑁𝑈−𝑖 (11) 

Since the object of our analysis is the maximum value of  
|𝑋 − 𝑌| i.e. 𝑅𝑎 = 𝑈(𝑁𝑈), by replacing 𝑘 with 𝑁𝑈 we get: 

𝐹𝑅𝑎
(𝑟𝑎) = (𝐹𝑈(𝑟𝑎))

𝑁(𝑁−1)
2  (12) 

The pdf for the parameter 𝑅𝑎 is: 

𝑓𝑅𝑎
(𝑟𝑎) =

𝑁(𝑁 − 1)

2
(𝐹𝑈(𝑟𝑎))

𝑁(𝑁−1)
2

 − 1
𝑓𝑈(𝑟𝑎) (13) 

Let us assume now that our samples are n-dimensional. Let 
samples 𝑿𝒊 and 𝑿𝒋 be independent identically distributed 
vectors whose pdf is 𝒩(𝑴, 𝚺). We will additionally assume 
that their variances along all dimensions are equal and not 
correlated, i.e. that the covariance matrix has the form 𝚺 = 𝜎2𝑰, 
where 𝑰 is the identity matrix.  

The Euclidian norm 𝑉 = ‖𝑿 − 𝒀‖ is calculated as 

 𝑉 = √∑(𝑋𝑖 − 𝑌𝑖)2

𝑛

𝑖=1

= √∑ 𝑍𝑖
2

𝑛

𝑖=1

 (14) 

where 𝑍𝑖 is the random variable 𝑍𝑖 = 𝑋𝑖 − 𝑌𝑖 . We previously 
showed that the distribution of 𝑍𝑖 will be 𝒩(0,2𝜎2), which 
means that 𝑍𝑖

√2𝜎
 will have a Gaussian pdf 𝒩(0,1). We can 

determine the distribution of random variable 
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 𝑉 = √2𝜎√∑ (
𝑍𝑖

√2𝜎
)

2𝑛

𝑖=1

 (15) 

using the results known from probability theory, which state 
that the square root of the sum of squares of 𝑛 independent 
identically distributed variables with distribution 𝒩(0,1) will 
have a 𝜒 distribution with 𝑛 degrees of freedom [6]. Therefore, 
the cdf of random variable 𝑉 will be:  

 𝐹𝑉(𝑣) =
𝛾 (

𝑛
2

,
𝑣2

4𝜎2)

Γ (
𝑛
2

)
𝑢𝐻(𝑣) (16) 

where Γ is the gamma function, and 𝛾 is the lower incomplete 
gamma function. 
The pdf of random variable 𝑉 is: 

 𝑓𝑉(𝑣)  =
𝑣𝑛−1

2𝑛−1σ𝑛Γ (
𝑛
2

)
𝑒

− 
𝑣2

4𝜎2 ∙ 𝑢𝐻(𝑣) (17) 

Results given in equations (12) and (13) also hold for the 
distribution of the maximum value of random variable 𝑉 with 
arbitrary dimensionality 𝑛. 

Fig. 1 shows the probability density function of random 
variable 𝑅𝑎 for different dimensionalities 𝑛 and different 
number of samples 𝑁. We can see that the clustering radius can 
be affected by changes in both parameters. Larger 
dimensionality 𝑛 results in more additions when calculating the 
norm, which expectedly also results in larger values of 
clustering radius. On the other hand, having more samples 
(larger 𝑁) increases the chance of extrema appearing, i.e. the 
chance of having samples which are far away from each other, 
which has a bigger clustering radius as a result. 

 
Fig. 1.  Probability density function of random variable 𝑅𝑎 which represents 
maximum of Euclidian norm between two samples. 

 

It is also meaningful to analyze how the mathematical 
expectation 𝑚𝑅𝑎

 and variance 𝜎𝑅𝑎
2 of the pdf of variable 𝑅𝑎 

change depending on sample number 𝑁 and dimensionality 𝑛. 
Both statistics have been calculated using numerical integration 
of pdf in equation (13) and the results are shown in Fig. 2 and 
Fig. 3. Mathematical expectation and variance increase with the 
increase of 𝑛. On the other hand, larger number of samples 
increases the mathematical expectation, but decreases variance.  

 
Fig. 2.  Mathematical expectation 𝑚𝑅𝑎

 of random variable 𝑅𝑎 depending on 
dimensionality 𝑛 and number of samples 𝑁. 

 
Fig. 3.  Variance 𝜎𝑅𝑎

2  of random variable 𝑅𝑎 depending on dimensionality 𝑛 
and number of samples 𝑁. 
 
 In the beginning of this analysis, we assumed that parameter 
𝛽 = 1, which does not have to be the case in general. Let us 
introduce a random variable 𝑊 = 𝑅𝑎

𝛽 to show how parameter 
𝛽 affects the clustering radius. We can easily obtain the cdf for 
random variable 𝑊: 

𝐹𝑊(𝑤) = 𝑃 (𝑅𝑎
𝛽

≤ 𝑤) = 𝑃 (𝑅𝑎 ≤ 𝑤
1
𝛽) = 𝐹𝑅𝑎

(𝑤
1
𝛽) 𝑢𝐻(𝑤) (18) 

as well as its pdf: 

 𝑓𝑊(𝑤) =
1

𝛽
𝑤

1
𝛽

 − 1
𝑓𝑅𝑎

(𝑤
1
𝛽) 𝑢𝐻(𝑤) (19) 

 For a constant number of samples 𝑁 = 100 and various 
values of 𝛽, the pdf of 𝑊 is calculated and shown in Fig.4. We 
can see that by changing the value of 𝛽 by ±30 % in respect to 
the unit value, we make a great impact on the expected value 
of clustering radius, as well as its variance.  

 
Fig. 4.  Probability density function of random variable 𝑊 = 𝑅𝑎

𝛽 depending on 
dimensionality of samples 𝑛 and parameter value 𝛽. 𝑊 represents maximum 
of Euclidian norm between two samples to the power of 𝛽. 
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C. Classification accuracy 

Performance of clustering algorithm is tested on two-
dimensional samples from 5 classes, distributed normally with 
different covariance matrices.  

The main goal of clustering is to find centers of all classes 
and then test how accurate the classification is. Since the 
dataset is synthetically generated and all classes and covariance 
matrices are known, we decided to determine which class a 
sample belongs to by calculating the statistical distance 
according to equation (20), 

 𝑑𝑖
2 = (𝑋 − 𝑋𝑐𝑖

)
𝑇

Σ𝑐𝑖
−1(𝑋 − 𝑋𝑐𝑖

) (20) 

where 𝑑𝑖 is the statistical distance of sample 𝑋 to 𝑖th class, 
whose center is in 𝑋𝑐𝑖

, and covariance matrix is Σ𝑐𝑖
. For each 

sample the statistical distance to all found centers is calculated, 
and then the sample gets placed in the class for which the 
distance is minimal. Classification accuracy is finally measured 
as a percentage of accurately classified samples. 

III. RESULTS AND DISCUSSION 
We generated 300 samples for each of the 5 classes. As 

previously mentioned, each class is normally distributed. 
Clustering radius 𝑟𝑎 is determined according to (6), and 
parameter 𝛽 = 0.5 [3]. As suggested in [2], the new clustering 
radius 𝑟𝑏 is 𝑟𝑏 = 1.5𝑟𝑎. Clustering threshold 𝛿 is manually 
tuned for the algorithm to detect the right number of clusters. 

Figure 6. shows all classes and centers which were detected 
by subtractive clustering. 

 
Fig. 5.  Sample distribution among classes and corresponding cluster centers 
found. 

 
To test the sensitivity of the algorithm (with said parameter 

values) the experiment was repeated 500 times. For each 
experiment the clustering radius 𝑟𝑎 is determined separately. 
The histogram of the number of detected cluster centers in 500 
experiments is given in Fig. 6.  

 
Fig. 6.  Histogram of the number of detected cluster centers. 
 

For experiments in which the detected number of centers is 
correct, i.e. 5, we calculated the classification accuracy as 
mentioned earlier. Figure 7. shows the histogram of 
classification accuracy. 

 
Fig. 7.  Histogram of classification accuracy. 

 
In 134 out of 500 experiments the algorithm has managed 

to detect all cluster centers. The average accuracy in these 
experiments is 88 %. 

Finally, it is also interesting to see how the new cluster radius 
𝑟𝑏 affects the success of finding cluster centers. We choose o 𝑟𝑏 
according to: 

 𝑟𝑏 = 휀𝑟𝑎 (21) 

where 휀 is a positive constant called the squash factor. Various 
papers give different suggestions regarding the value of 휀, 
depending on the practical use of the algorithm. Based on [7] 
and [8] 휀 should be in an interval of 휀 ∈ [1, 1.5]. 
 We generated the same number of samples with the same 
distribution as before, and for each of the experiments we tested 
the success of the algorithm by changing 휀 from 1 to 1.5 with 
the step Δ휀 = 0.05. The experiment was repeated one hundered 
times. Histogram of the number of centers found depending on 
휀 is shown in Fig. 8. 
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Fig. 8.  Histogram of the number of cluster centers found depending on 휀. 

IV. CONCLUSION 
In this paper we analyzed both theoretically and 

experimentally the technique of subtractive clustering, as well 
as suggestions for tuning its parameters. Values of parameters 
𝑟𝑎, 𝑟𝑏 and 𝛿 significantly affect the success of clustering. We 
observed that even with various suggestions on how to choose 
the values, the algorithm does not always perform well on 
different sets with the same distribution.  

However, even if we assume that parameters 𝑟𝑎 and 𝑟𝑏 are 
tuned correctly, there are no theoretical propositions on 
choosing the threshold value 𝛿, which has a great impact on the 
number of clusters found. In case of samples with dimensions 
𝑛 = 1, 2, 3 we can visualize the dataset and assess whether the 
cluster centers have been found correctly. Nevertheless, in most 
cases the dimensions will be significantly bigger and there 
would be no unique way to rate the success of the algorithm.  

One of the methods to further enhance the algorithm and 
propose a uniform way for choosing parameter values would 
be to separately consider the maximum scattering along each of 
the axis. For example, if we have two-dimensional samples 

where the variance along one axis is much larger than the other 
and classes are near to each other, determining the density in 
the radius as the maximum quadratic norm of two samples, 
would lead to poor results. 

Though the simplicity of subtractive clustering is its big 
advantage, the results are not ideal. That being said, it can be 
used as a preprocessing technique for other more sophisticated 
methods. 
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