
  

Abstract—Big data analytics is a very important topic both for 

enterprises, science, and government institutions. The amount of 

data that is generated is exponentially increasing and the need to 

analyze data is more important every year. Big data analytics 

evolved over the past decade from a large on-premises 

infrastructure for storing and processing data to modern cloud 

environments. In this paper we discuss how big data analytics 

evolved over the years and what are the future trends in this 

area.  

 
Index Terms—Big data; cloud; analytics; machine learning; 

databases.  

 

I. INTRODUCTION 

BIG data analytics is one of the most important topics in 

the IT industry. There is a well-known “Data is the new oil” 

expression that points out the importance of data analytics that 

can have a huge effect on modern businesses and economy.  

Most of the enterprises either leverage information from 

their data or plan to extract information from the data they 

own. Data science and analytics became more important for 

strategic growth of many organizations. 

The organizations and software systems are continuously 

increasing the amount of data that is generated. Relatively big 

organizations must face the large amount of data that contains 

the information important for business decisions. Globally, we 

are now talking about the Exabyte to Zettabyte scale of data 

that needs to be processed. The global estimates are that the 

amount of data to be processed would reach multiple 

Zettabytes in this decade [1]. 

In this paper we discuss the industry trends and standards 

for big data analytics with a focus on data analytics in the 

cloud. This manuscript describes the solutions offered by the 

open-source community and the biggest commercial data 

analytics vendors that pave the way that will be followed by 

companies. The rest of the document is organized in the 

following sections: 

- In the first section, we will talk about the main problems 

that impact big data analytic solutions. 

- The cloud analytics section describes what are the main 
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benefits of the cloud environments for big data 

analytics. 

- Data analytic solutions section describes the two 

mainstream approaches for storing and analyzing data: 

Datawarehouse and Datalakehouse solutions. 

- In the data format section, we will discuss the most 

important aspect of big data analytics – the format that 

is optimized for storing data.  

- The conclusion section summarizes the trends for 

modern big data analytics. 

II. PROBLEM STATEMENT 

The main problem in big data analytics is the size of data. 

There are many problems that can be solved by analyzing data 

stored in files and spreadsheets containing gigabytes of data, 

or even the relational or NoSQL databases that can contain 

and process terabytes of data. However, there are many 

domains where the data contains petabytes of data that cannot 

be stored in a limited set of files or classic database systems. 

The researchers and engineers tried to solve the problem of 

big data processing using the following approaches: 

- Datawarehouses that try to stretch the capabilities of the 

relational databases by applying distributed processing 

over large data. 

- File-based processing systems that try to build an 

infrastructure for storing a large amount of data. One 

of the most widely used solutions is Hadoop with 

HDFS file system [2]. 

The big data analytic solutions must ensure that users can 

store Exabyte scale data and ensure that there is enough 

compute power to process the data when needed. The 

infrastructure teams must ensure that they have enough 

hardware (processors and disk storage) to fulfil the user needs, 

but at the same time to ensure that the resources are not 

underutilized or constantly over-provisioned. 

Solving the problem of ensuring the required resources for 

big data analytics, but at the same time not over-provisioning 

them, appeared to be too hard for the on-premises 

infrastructure. Planning for the resources could not be both 

cost effective and ensure enough capacity that will be utilized 

for most of the time. 

Therefore, most of the organizations tried to solve this 

resource management problem in the cloud making the cloud 

analytics the mainstream in the big data analytics space.   

III. THE CLOUD ANALYTICS 

Over the past years, the clouds became a very important 
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choice for modern big data analytics. There are three main 

benefits of cloud infrastructure that make them important for 

big data analytics:   

- Large amount of storage that could be used to store any 

amount of data. The “Data Lake” [3] is a commonly 

used term for virtually unlimited storage where the 

organizations might store petabytes of data. As the 

amount of data rapidly rises, the organizations need to 

have an infrastructure that will guarantee that they can 

easily store Exabytes of data, and with the possibility 

to scale to Zettabytes in the future. 

- Large amount of available compute power that could be 

used for data processing [4]. The compute power 

needed to analyze data is proportional to the data size 

and might easily span to the thousands of CPU cores 

needed to complete the data analytic tasks.  

- Cloud resources can be used on-demand and released 

when they are not needed. This is one of the main 

reasons for choosing the cloud environment. Most of 

the data analytic jobs are not continuously processed 

and might require thousands of CPU cores for data 

processing, and then suddenly release all the resources. 

Cloud providers solve this problem using the economy 

of scale – with the large number of customers there is a 

high probability that someone will use them once 

others release them. 

 

We should note that the could environment is not an 

absolute requirement to have an infrastructure for storing a 

large amount of data and use thousands of computer cores to 

process the data. The organizations might use their own data 

centers, supercomputers, and any custom-built architecture 

that will organize hundreds or thousands of computers that 

process the data. This was a common solution for the 

organizations who built their own Hadoop/HDFS 

infrastructure [2] for in-house analytics. However, the cost of 

management includes the need to maintain and replace the 

hardware, ensure that the infrastructure has enough compute 

power to satisfy the peak processing, but also to make sure 

that the capacity is not too underutilized during the period 

when nobody is executing analytic jobs.   

The current trend is that most of the organizations are 

deciding to delegate the resource management to the cloud 

providers and utilize the resources on-demand when they need 

to run some analytics. 

The data analytics solutions should not be misguided with 

the infinite scale claims of the cloud vendors. Cloud 

environments are built as many computers that are working 

together to process tasks. The applications see the sum of the 

compute power, memory, and storage allocated to the 

computers that are executing the tasks. In many scenarios, this 

setup can provide “the infinite scale” promise for a variety of 

applications such as web applications, easily parallelizable 

functions or jobs, or the classic databases that might not 

require a constant compute power of up to 128 cores. This 

kind of infrastructure is the ideal choice for scaling out the 

large number of small compute units such as microservices, 

functions that might need to quickly replicate to. These kinds 

of solutions made of a large number of micro-compute units 

are perfect for the cloud environments where each unit can be 

deployed on some available compute node in the cloud [5]. 

However, these solutions will rarely require an atomic 

compute unit between 64 and 128 cores. The big data 

analytics solutions with the demand to store and process 

petabytes of data might require compute power that can 

challenge the infinite scale promise of the clouds. In the big 

data analytics solutions, we can see the impact of the physical 

infrastructure where the components that process data might 

require a large amount of CPU or memory needed to 

decompress the large files and process the information. 

Therefore, migrating data to cloud and running the analytical 

functions in the compute provided by the cloud are not 

enough. In practice, data analytics solutions require 

specialized services such as cloud Datawarehouse [6] or cloud 

Datalakehouse [7] solutions, that are able to efficiently 

combine the physical resources in the cloud and optimally 

process data. 

IV. THE DATA ANALYTIC SOLUTIONS 

Data analytics solutions provide infrastructure and tools for 

the analysts and the business users that enable them to store 

and analyze data. There are two main classes of data analytic 

solutions: 

- The Datawarehouse solutions that represent centralized 

data storage with API for analyzing data and 

implementing the business intelligence solutions [6]. 

- The Lakehouse solutions represent the analytical solution 

running on the storage that is detached from the 

analytical engine [7]. 

 

Both classes of the solutions are aware of the underlying 

infrastructure and designed to optimally process large 

amounts of data. The main differences between Data 

Warehouse and Data Lakehouse solutions are given in Table 

I. 

 
TABLE I 

THE KEY DIFFERENCES BETWEEN DATA WAREHOUSE AND DATA LAKEHOUSE 

 

 Warehouse Lakehouse 

Data 

format 

Proprietary and 

highly optimized. 

Based on open 

specifications. 

Data 

location 

Internal – data is 

ingested from the 

external source. 

External – data is 

placed on the original 

locations. 

Data 

access 

Through the 

predefined API or 

protocol (SQL) 

Direct file access 

using the storage API 

 

The main trade-off between Datawarehouse and Data 

Lakehouse solutions is the choice between the interactive and 

the real-time analytics. The Datawarehouses store data in the 

data format optimized for analytics, which enables them to 
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complete the queries in second-to-minute time span. 

However, they require data engineers to load data from the 

actual locations into the Datawarehouse, meaning that the data 

analysts work with the snapshot of the data taken at the load 

time. The Lakehouses reference original data in the lakes 

without a need to ingest the data. However, the raw format of 

the data cannot guarantee sub-second or even sub-minute 

performance. Despite the differences, both Datawarehouse 

and Datalakehouse solutions are used in practice. The 

following sections describe the main characteristics of these 

solutions. 

A. Warehouse solutions 

The traditional database systems containing data used for 

the analytics are Datawarehouse solutions. Datawarehouse 

solutions have existed for decades, have well defined 

techniques for designing Datawarehouse schema [8, 9], and a 

variety of tools available for advanced data analytics. For a 

very long time, Datawarehouses were the mainstream 

solutions for storing and analyzing huge data volumes. The 

top vendors such as Oracle, Teradata, and Exadata are still 

enabling enterprises to store and analyze large amounts of 

data. 

The main idea with the Datawarehouse solution is that the 

data required for analytics must be ingested into the internal 

data format that is highly optimized for analytics. The 

advantage of this approach is the performance. Internal and in 

many cases proprietary format contains optimizations that are 

not available in the open-source solutions. In the past, the 

proprietary format gave the Datawarehouse performance 

advantages compared to other analytic systems.   

The main issues in the Datawarehouse solutions are the 

facts that the underlying infrastructure must enable 

Datawarehouse to store all required data, which puts a burden 

on the administration teams, and the cost of the solution that 

includes the resources that are always allocated to the 

Datawarehouse system even if it is not used. The 

Datawarehouse solutions were the first choice for most of the 

analytic teams who need interactive analytics, but the total 

cost of ownership (TCO) in many cases does not justify the 

solution. 

Amazon made a breakthrough in the Datawarehousing 

technology with the release of Redshift [10] – a cloud-native 

Datawarehouse service that provides full data warehousing 

experience exposed as a cloud service. The customers got the 

ability to provision the Datawarehouse service, load the data, 

and define the compute needed to analyze the data. The 

biggest advantage of cloud Datawarehouse is the resource 

elasticity that solved the main drawback of the classical Data 

warehousing solutions – the TCO. Unlike the on-premises 

Datawarehouse that had pre-build resources, the cloud 

Datawarehouse enabled organizations to scale up and down 

the resources depending on the needs. The organizations 

could load a large amount of data without worrying about the 

underlying storage capacities, scale-up the compute power of 

the Datawarehouse when needed, and scale it down to reduce 

the cost when there is no need for processing the data. The 

cloud Datawarehouse provided by Amazon fulfilled the main 

requirements of the classical warehouses and added elasticity. 

Other vendors followed this approach and now we have many 

cloud data warehousing solutions such as Azure Synapse 

Datawarehouse [11], Google BigQuery [12], Snowflake [13], 

etc. All vendors are trying to combine all the benefits of the 

classical Datawarehouse with the elasticity and scale of the 

cloud. 

The modern cloud Datawarehouses solve the problem of 

elasticity and scale on-demand that cannot be easily solved in 

the on-premises Datawarehouses. However, there is still one 

downside – the data must be ingested from the external data 

sources into the Datawarehouse internal data format, which 

causes a lag between the latest data and the data available for 

the analytics. 

B. Lakehouse solutions 

In cloud environments the data is stored in the Data lakes. 

The Data lake is a logical storage space where the 

organizations can store the exabytes of data, get the best 

throughput for reading raw files, ensure redundancy that can 

span across multiple geographical regions and data centers. 

The Data lake seems like a perfect solution for storing data. 

The only drawback of Data lake is that they do not provide the 

ability to analyze the data in the lake. 

The first successful attempt to provide analytic capabilities 

over large storage was Hadoop – a distributed system that 

enabled the analyst to analyze a large amount of data stored in 

the distributed system called Hadoop file system (HDFS). 

This setup enabled the analyst to analyze data, but the 

performance of Hadoop is far from interactive. Apache Spark 

[14] is one of the most popular platforms that enabled analysts 

to do efficient analytics on the lake. Apache Spark became 

mainstream in the data lake solutions. One of the most 

common query engines used to implement the Lakehouse 

pattern is Apache Spark. Apache Spark is an open-source 

distributed query system licensed under Apache License 2.0. 

Spark enables advanced data analytics, management, and 

updates, and provides a rich and powerful set of APIs to 

analyze data. 

The main idea of Lakehouse architecture is the separation 

of compute and storage. The compute is a query engine or 

data processing engine that is detached from the storage, and 

the data is placed in Data lake where it can be accessed by any 

query. The compute engine fetches data from the remote Data 

lake and return data to the analysts once the processing is 

completed. 

Many commercial vendors offered their own 

implementation of Data Lakehouse services. Nowadays, we 

have many Lakehouse-type solutions that are offered on 

different clouds such by Databricks (proprietary version of 

Apache Spark code implemented by the founders of Spark), 

Azure Synapse, etc. The main characteristics of these 

solutions is that they are always referencing the externally 

stored data, and don’t require data to be ingested to start 

analytics. This enables real-time insight into the latest version 

of data without the need to wait for the daily data loads to 
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finish before starting the analytics. 

One of the main concerns in the Lakehouse solution is 

whether they would be able to match the performance of 

Warehouse solutions. Traditionally, the proprietary format 

used in Datawarehouse solutions was the main competitive 

advantage compared to the original data formats stored in 

Data lake. Databricks announced that they have set a new 

world record in 100TB TPC-DS, the gold standard 

performance benchmark for data warehousing [15]. The test 

was performed in Barcelona supercomputing center and 

officially submitted as TPC-DS result that outperformed the 

previous record by 2.2x. This was the first Lakehouse-class 

solution that set the record in an official Datawarehouse 

benchmark and proved that the Lakehouse architectures can 

compete with the modern Datawarehouse solutions. One of 

the key reasons for this kind of success of Lakehouse solution 

is that they are using the optimized storage file format that 

matches the proprietary internal formats used in the 

Datawarehouse solutions. 

More insights into data lake solutions and current trends 

can be found in the literature, including what steps are needed 

to adopt the cloud concept in data analytic solutions [16]. 

V. DATA FORMAT 

One of the most important design decisions that will impact 

the efficiency of the data analytics is the choice of the file 

format that will be used to store the data. Most of the data 

used for analytic purposes is stored in a plain textual format 

represented as a delimited text (for example comma separated 

values – CSV, tab-separated values – TSV, etc.). The 

documents containing tabular data are represented as Open 

Office or Microsoft Office formats. Although these data 

formats are very common, they are inefficient for big data 

analytics. 

There is an additional class of plain textual data represented 

in JSON format. The JSON format is the standard format in 

many Internet of Things (IoT) applications where the IoT 

devices send the messages in JSON format, or the messages 

that will be eventually stored in JSON format [17]. JSON 

format provides flexibility for changing the structure of data 

but complicates the analytics because it requires a parser that 

is more complex than the plain delimited text parser. 

In the practice, the data analysts could analyze data stored 

in CSV, JSON and other commonly used formats. However, 

since these formats are not optimized for analytics, it was very 

hard for data analysts to extract valuable information with 

performance that matches performance of database systems. 

The proprietary data formats that are used to store data in 

Datawarehouse solutions were the biggest competitive 

advantage of the Datawarehouse systems compared to the 

open-source solutions. The optimized formats with high 

compression, columnar organization of data, and vectorized 

processing was the main reason why the data analytics teams 

used the Datawarehouse solutions. 

In the open-source community multiple advanced formats 

are proposed that are designed to optimize the storage format 

and improve the performance of analytics. Examples are Row 

Columnar (RC)[18] or Optimized Row Columnar (ORC)[19] 

file format. The idea of these formats was to define binary 

representation of data prepared for analytics and optimize 

access for the analytical jobs. However, the open-source 

format that took most of the market share became Parquet 

format [19]. Parquet format is an open-source format that 

introduces most of the benefits that exist in the proprietary 

Datawarehouse formats, such as: 

- Column organization – the data is physically separated 

into column segments instead of rows. The column 

segments contain all cell values from the same column. 

The columnar organization enables the analytical 

queries that read 2 columns out of 100 columns to read 

only 2% of data on average. Since the analytical 

queries aggregate the measures and summarize them 

by few columns, the columnar organization introduces 

most of the performance benefits for the analytical 

queries. 

- Row-groups – columns are divided into row–groups (for 

example 100.000 rows represent a row group that will 

be split into the columns) The column segments within 

the row groups contain some statistical information 

about cells such as min/max values. 

- Compression – There are some compression techniques 

such as run-length encodings (RLE) [20] that can be 

applied on the Parquet files to achieve excellent 10-

100x compression, which matches the compression in 

the proprietary Datawarehouse formats. The main 

impact is not just storage savings. Compressed storage 

decreases IO requests sent to the storage and improves 

data throughput that analytical tools can use to fetch 

the data. 

- Non-relational types – Parquet is not limited to strongly 

defined types and enables storing objects and arrays. 

The organization of complex types in Parquet format is 

described in [21]. 

 

The Parquet format became the mainstream in data 

analytics. Although there are other formats that are used in 

practice, the Parquet format is getting the highest market share 

and we can expect that the majority of data will be stored in 

the Parquet format. Therefore, any modern big analytical 

solution must be based on the Parquet format, or some 

enhancement based on Parquet. Even if the new file format 

arrives in the future, there is a high chance that most data will 

be stored in the Parquet format. 

Although the Parquet format is designed to store analytical 

data that should be read-only (or append-only), there is a need 

to enable data engineers to make updates to the data. There 

are several updateable formats (such as Delta Lake [22]), that 

combine the excellent storage format for analytics and provide 

ACID guarantees of the operations that managed data. 

Another possible advancement includes parsing big data using 

the dataflow paradigm [23] by transforming automatically the 

parsing software [24] and using appropriate scheduling 

techniques [25] for the dataflow supercomputing architecture. 
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VI. CONCLUSION 

Big data analytics solutions evolved from the original on-

premises based big Datawarehouse solutions to modern cloud 

based Datawarehouse solutions. The original on-premises 

Datawarehouse solutions enabled organizations to store large 

amounts of data and analyze data with acceptable 

performance. However, these kinds of solutions failed to 

enable scalability and elasticity. Cloud computing can scale 

resources on-demand. Data lake that can store Exabytes of 

data with guaranteed replication, and advances in the 

opensource file formats disrupted the Datawarehouse 

solutions in big data analytics. Although Datawarehouse 

solutions evolved and have been adapted for the modern cloud 

environments, architectures with full separation of compute 

power and storage, where the compute can scale when needed, 

have a direct access to the latest version of data in the lake, 

and the performance that match modern Datawarehouses. In 

addition to matching all features that were historically 

considered as the advantage of Datawarehouse, the Lakehouse 

solves the issue that fundamentally cannot be solved with 

Datawarehouse solutions – data ingestion. Lakehouse 

solutions are able to access the original data in the Data lake 

and don’t require an explicit process to load external data. 

Without performance degradation compared to internal data 

formats used in Datawarehouse solutions, direct access 

simplifies data management process by avoiding the 

additional processes that constantly move the data and also 

enable analyst to get the data without any delay. 

By looking at the modern trends, we can conclude that the 

future of big data analytics will be based on the cloud 

environments and Lakehouse architectures. The cloud Data 

Lakehouse solutions leverage all benefits of the cloud and 

match performance of the Datawarehouse solutions. The 

cloud Data Lakehouse solutions can be considered as a 

primary solution for most of the future research and as the 

mainstream and preferred technology for development 

projects. 
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