
 

Abstract—This paper investigates distributed approach to 

control of redundant robotic manipulator. As opposed to usual 

control that is based on knowing the whole model of the 

kinematic chain, idea of distributing the error information to 

local controllers is used. With multi agent approach even 

though no individual robotic joint knows the whole model, its 

communication with other agents allows them to take part in 

minimization of tool to goal error. By combining of reactive 

and cognitive agents we allow for localized adjustments to 

environment as well as global goal achievement. Simulation 

results and conclusions from a planar 4 degrees of freedom 

model have been presented. 

 

Index Terms—multi agent, redundant manipulator, reactive 

agents 

 

I. INTRODUCTION 

In the main stream of the robotics society, we are taught 

to view robotic manipulators as singular entity for which is 

need to design “intelligence” that will process sensory 

inputs into plans and activate motors to generate motion. In 

the last 30 years with increasing development of 

computational units and general increase in computational 

power, machines needed to compute the behavior and 

reactions of robots have grown powerful but algorithms are 

still treating the system as a whole.  

Changes in this viewpoint started to come up in [1], 

where the idea that a control of robotic system can be 

observed as multi-layer module system that communicates is 

introduced. This allowed for robots to react locally to 

obstacles while calculating plans to achieve given goals. 

Unfortunately this idea was only applied to mobile robots 

giving rise to automated warehouses and facilities.  

Some researches on the other hand have applied 

distributed system ideas to simplifying inverse kinematic 

calculations. The problem with inverse kinematics comes 

with redundancy of robotic system, where inverse of 

Jacobian matrix between joint states and position and 

orientation. In [2] an idea was discussed where each joint of 

robotic manipulator was treated as individual agent/robot 

that follows simple set of rules. The research showed that it 

is possible to avoid complex inverse kinematic calculations. 

This was done by following sequence where last joint turns 

to goal, calculates position where his base would be to reach 

the goal and propagates that back to previous joint as its 
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goal. This simple approach successfully avoided the need of 

complex calculations. 

Following from that, [3] built up the system of agents 

whose actions were no longer needed to be sequential from 

tool to base. They have allowed for their joint agents to act 

independently of others, by measuring their own distance to 

goal. This lead to ability to be fault-tolerant, that is as each 

regards its own error to goal, if one blocks, others will 

naturally compensate. This leads to emergent behavior 

where each joint acts independently of others according to 

its goals. Advantage that arises is flexibility, but this draws 

that each agent is capable of same sensory measurements, 

causing the system to use up more energy. Another 

disadvantage is consequence of emergence of behavior itself 

that depends on agents non-flexible behavioral patterns. 

Thus, a small change on single agent behavior could cause 

the system not to exhibit same group behavior. 

Observing this development, question arises: Can we 

reduce the number of agents that need sensory input and 

compensate it with communication network and localized 

intelligence? 

Introducing communication network to set of agents 

brings in advantages but also design challenges and increase 

of variables as many books testify ([4], [5]). As it is not the 

main topic of this paper, we will not explore convergence 

and network design, but rather just use simple network and 

models to show how this can be achieved. 

II. MODELS OF JOINTS AS AGENTS IN NETWORK 

In the following sections different types of agents that 

communicate in the network will be defined. Their models 

will be used onwards in research to investigate emerging 

behaviors for redundant arm manipulators. 

A. Model of joint reactive agent  

Reactive agents are represented here as pairs of rotational 

actuator and link that rotates as consequence of actuation. 

They are designed to be passive receivers in state 

communication network. As they consist of single rotational 

joint and link, their forward and inverse kinematics can be 

easily calculated on board, allowing for fast simple 

calculations. Calculating the end effector position, marked 

with orange circle in Fig. 1, with L as link length and q as 

joint state is as simple as in (1). 
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To control the agent position proportional controller (2) 

was chosen. Proportional gain Kp is used to map angle error 

state e to control input u. Achieving smooth transitions 

would require PID or a more complex controller and can be 

discussed further.  

 

 
Fig. 1.  Parameters and relations in simple reactive agent. Its two main 
parameters L and q are shown in local coordinate system of reactive agent. 

 

B. Model of sensory agent 

Starting from reactive agents, need for agent with sensory 

input on top arises. This comes in the form of sensory agent, 

which can measure angle of alignment of its link to goal 

position, and return angle error as shown Fig. 2. This is 

heading error, which sensory agent uses to adjust control to 

keep pointing in the direction of the goal.  

 
Fig. 2.  Representation of heading sensor measurements for sensory agent. 
Joint J with link of length L ends with point T, when in state q. This yields 

triangle with goal point G that is used to measure heading error . 

Calculations use height h of formed triangle. 

 

Based on Fig. 2 we can define equation to calculate 

heading error as shown in (3). 
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Where first part of the product is used to determine the 

sign of the error angle based on side of vector JG where 

point T resides as shown in (4). As expected, this is simple 

cross product of appropriate vectors. 
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This agent will be placed on the top (head) of the chain, 

and will be referred in use cases as head agent. 

C. Models of base agent 

Given already presented agents in the network, it is still 

not possible to achieve full position control. Distribution of 

sensory error through the network will yield directing of 

manipulator towards the goal, which is as expected 

consequence of measured error. In this model, instead of 

introducing another different sensor type, same type of 

sensor was placed in another type of agent – base agent. 

Base agent, apart from being derived from sensory agent 

is adding a layer of intelligence on top. It is designed to lead 

the whole manipulator and has twofold goal: 

- To bring mechanism in vicinity of goal 

- To provide support for head agent in order to 

achieve tool positioning on top of goal 

In order to do this, it switches between two modes of 

behavior, which represent its intelligence layer and coincide 

with two goals: 

- Setting heading of entire manipulator while 

blocking communication in network to prevent 

fine adjustments too early 

- Aligning base joint to have goal and tool on same 

heading and allowing communication in network 

III. MODEL OF WHOLE REDUNDANT MANIPULATOR 

Now when we assemble the whole redundant arm 

manipulator, which is in our case consisting of four agents 

as in Fig. 3. Second and third agent are reactive agents, 

connected to network, while J1 is base agent and J4 is head 

agent. 

 
Fig. 3.  Representation of whole redundant manipulator assembled from 
four different agents: J1 as base agent, J4 as head agent and J2 and J3 as 

reactive agents. T in the image represents gripper or tool as end effector 

while green triangle is goal position to be achieved. 

 

 This model and configuration was used in examples 

through the paper. 

IV. MODEL OF NETWORK OF AGENTS 

All of the previously defined models of agents and their 

connection in kinematic chain to create redundant arm 

manipulator are connected in communication network to 

facilitate flow of error and joint states. As we have already 

defined the behavior of individual agents, Fig 4. shows this 

specific network where J1 as base agent influences 

propagation of information from Goal and individual agents 

onwards. 

The information flow from J4 to J3 and from J3 to J2 in 

case when it is allowed by J1 is sign of first derivative of 

state of previous agent. 
 



 

 
Fig. 4. General representation of information flow in communication 

network with J1 base influencing the overall flow. 

 

This allows agents J2 and J3 to follow the behavior of the 

head agent, while still remaining unaware of the entire 

model of the arm manipulator. This communication step can 

be represented for agent k as in (5).  
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Where   represents small constant introduced to 

provoke motion in the agent k. 

 

V. EMERGING BEHAVIOR IN MANIPULATOR 

Using defined models of agents, redundant manipulator 

chain and communication network we observed expected 

behaviors in simulated environment. System behaved as 

designed, with two main stages of moving to area near goal 

and fine positioning to goal shown respectively in 

subsections A and B.  

A. Moving to area near the goal 

Starting from the configuration shown in Fig. 5 where 

base agent is connected to the “ground” marked with blue 

line, and head agent is ending with tool marked with red dot. 

It can be observed that achieving of the goal position 

requires adjustments to multiple joints so our algorithm can 

show full behavior. Also, starting pose is chosen not to be 

fully extended or collapsed so versatility of the joint agents 

can be shown. 

 
 Fig. 5.  Starting configuration of the redundant manipulator. Green triangle 
represents goal position, surrounded with red circle as tolerated area for 

goal achievement. Dashed line connects tool (end-effector) with goal 

position to show where does the system strive to go to.  

 

At this stage, base agent blocks communication of other 

agents and proceeds to fulfill his goal of bringing the chain 

in the local area of the goal. As mentioned before, this is 

done by aligning base agent’s link with line-of-sight with 

goal. 

Once this goal is achieved with certain numeric tolerance, 

configuration shown in Fig. 6 is result. We can see that no 

other agent has actuated its joint, and from this point onward 

communication in network is active allowing head agent to 

fine position tool at the goal. 

 
 Fig. 6. Local goal area configuration of the redundant manipulator. Tool is 

now in better position to approach the goal. 
 

B. Moving to area near the goal 

After base agent’s first goal is finished, communication is 

active and head agent rotates towards the goal. This 

information is propagated through the network back to all 

reactive agents. They start bending to allow for smoother 

curvature of the whole structure. 

In order to ensure achieving of the goal position, base 

agent adjusts its state to have goal and tool in line-of-sight. 

This, due to absence of distance error enforces reaching of 

the goal state. Final state with tool at goal position is shown 

in Fig. 7. 
 

 
 Fig. 7.  Final configuration of the redundant manipulator upon achieving 

the goal position. Due to simulation limitations, goal position is accepted 
with tolerance radius shown with red circular line. 

VI. DISCUSSION AND DRAWBACKS 

This approach shows alongside [2] and [3] that there is no 

need for full knowledge of the model in order to perform 

kinematic control of redundant chains, but carries 

drawbacks as well.  

While [2] uses sequential algorithm heading from tool to 

base, this approach is operating in distributed manner, 

allowing for more flexible solutions, and reduces execution 

dependency in control system. On the other hand, approach 

shown here has sequential parts in form of two goals of the 

base agent, preventing to declare it as fully distributed 



 

algorithm.  

Idea shown in [3] gives great example of absolutely 

distributed method, albeit at the price of having each agent 

equipped with sensor. This can prove to be costly thing if 

methods are to be applied to chains with many degrees of 

redundancy. To counter that, our approach uses sensors in 

only two agents – base and head, yielding better energy and 

cost efficiency for applications.  

There are of course, drawbacks and pitfalls to presented 

method as well. One of them is the sensor measurement in 

base agent that can switch angle measurement depending on 

the task. In practical applications, this would mean a depth 

camera with image processing module or similar sensor. 

VII. CONCLUSION AND OUTLOOK 

This paper shows concept of a new partially distributed 

method of redundant arm manipulator control. It extends on 

existing research by reducing number of sensory inputs via 

replacement with communication network among individual 

agents. In the future, different more complex and versatile 

networks could be explored where simple rules could yield 

complex emerging behaviors. Apart from that, there is space 

for establishing mathematical proofs and foundations for 

these algorithms. 

As an application of this research area we see  
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